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Historical Perspective

Thin-film technology is simultaneously one of the oldest arts and one of the
newest sciences. Involvement with thin films dates to the metal ages of
antiquity. Consider the ancient craft of gold beating, which has been
practiced continuously for at least four millenia. Gold’s great malleability
enables it to be hammered into leaf of extraordinary thinness while its
beauty and resistance to chemical degradation have earmarked its use for
durable ornamentation and protection purposes. The Egyptians appear to
have been the earliest practitioners of the art of gold beating and gilding.
Many magnificent examples of statuary, royal crowns, and coffin cases that
have survived intact attest to the level of skill achieved. The process involves
initial mechanical rolling followed by many stages of beating and sectioning
composite structures consisting of gold sandwiched between layers of
vellum, parchment, and assorted animal skins. Leaf samples from Luxor
dating to the Eighteenth Dynasty (1567—1320 B.c.) measured 0.3 microns in
thickness (Ref. 1). As a frame of reference for the reader, a human hair is
about 75 microns in diameter. Such leaf was carefully applied and bonded
to smoothed wax or resin-coated wood surfaces in a mechanical (cold)
gilding process. From Egypt the art spread as indicated by numerous
accounts of the use of gold leaf in antiquity.

Today, gold leaf can be machine-beaten to 0.1 micron and to 0.05 micron
when beaten by a skilled craftsman. In this form it is invisible sideways and
quite readily absorbed by the skin. It is no wonder then that British gold
beaters were called upon to provide the first metal specimens to be observed
in the transmission electron microscope. Presently, gold leaf is used to
decorate such diverse structures and objects as statues, churches, public
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XX Historical Perspective

buildings, tombstones, furniture, hand-tooled leather, picture frames, and, of
course, illuminated manuscripts.

Thin-film technologies related to gold beating, but probably not as old,
are mercury and fire gilding. Used to decorate copper or bronze statuary,
the cold mercury process involved carefully smoothing and polishing the
metal surface, after which mercury was rubbed into it (Ref. 2). Some copper
dissolved in the mercury, forming a very thin amalgam film that left the
surface shiny and smooth as a mirror. Gold leaf was then pressed onto the
surface cold and bonded to the mercury-rich adhesive. Alternately, gold was
directly amalgamated with mercury, applied, and the excess mercury was
then driven off by heating, leaving a film of gold behind. Fire gilding was
practiced well into the 19th century despite the grave health risk due to
mercury vapor. The hazard to workers finally became intolerable and
provided the incentive to develop alternative processes, such as electroplat-
ing (Ref. 3).

Distinct from these physical gold-beating and gilding processes are
chemical recipes for decorating copper-base alloy objects with gold-rich
coatings. One such technique known as depletion gilding capitalizes on the
fact that copper oxidizes preferentially relative to gold. Starting with a
relatively dilute copper—gold alloy (tumbaga), successive thermal oxidations
each followed by dissolution of the resultant copper oxide leaves the surface
increasingly enriched in gold. Depletion gilding (Ref. 4) of sheet metals was
practiced by the Andean metalsmiths of the Peruvian coast for perhaps two
millenia prior to the Spanish conquest of the Incas. Much to the surprise of
the Conquistadors when they melted Inca treasure, the bullion contained
less gold than originally imagined; a gold-rich veneer only 0.5 to 2 microns
thick masked the more plentiful, but relatively worthless copper-rich metal
underneath.

The history of gold beating and gilding is replete with experimentation
and process development in diverse parts of the ancient world. Practitioners
were concerned with the purity and cost of the gold, surface preparation, the
uniformity of the applied films, adhesion to the substrate, reactions between
and among the gold, mercury, copper, bronze (copper—tin), etc., process
safety, color, optical appearance, durability of the final coating, and com-
petitive coating technologies. As we shall see in the ensuing pages, modern
thin-film technology addresses these same generic issues, albeit with a great
compression of time. And although science is now in the ascendancy, there
is still much room for art.
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Preface

Technological progress and scientific advances often proceed with different
time constants. While the former is often shorter than the latter, they
nevertheless march forward in a coupled rhythm. This is perhaps nowhere
better illustrated than in thin-film science and technology. And that is why
even though much of the subject matter of this book has been dramatically
updated, its spirit has remained that of the first edition of Materials Science
of Thin Films, which appeared a decade ago. Documenting and interpreting
the remarkable technological progress of the intervening years in terms of
the underlying, largely unchanging physical and chemical sciences remains
an invariant feature of this revised edition.

Thin-film microelectronics and optoelectronics industries are among the
strongest technological drivers of our economy, a fact manifested by the
explosive growth in communications, and information processing, storage,
and display applications. Fruits of these technologies have fertilized expand-
ing thin-film uses in diverse areas, e.g., coatings of all kinds (optical,
decorative, environmental, and wear resistant), biotechnology, and the
generation and conservation of energy. Common to this family of related
thin-film applications are issues rooted in materials science and engineering,
accounting for the book’s flavor and focus. Included among its pages is an
information and knowledge base intended for the same interdisciplinary and
varied audience served by the first edition, namely,

1. Science and engineering students in advanced undergraduate or first-
year graduate level courses on thin films
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xiv Preface

2. Participants in industrial in-house courses or short courses offered by
professional societies

3. Mature scientists and engineers switching career directions who re-
quire an overview of the field

Readers should be reasonably conversant with introductory college
chemistry and physics and possess a passive cultural familiarity with topics
commonly treated in undergraduate physical chemistry and modern physics
courses. Short of this, a good course in materials science and engineering
will do. Such courses traditionally focus on bulk solids, typically utilizing
metals, semiconductors, ceramics, and polymers, taken singly or collectively
as illustrative vehicles to convey principles. The same spirit is adopted in
this book, except that thin solid films are the vehicle. Of the tetrahedron
of processing—structure—properties—performance interactions, the multi-
faceted processing—structure concerns are the ones this book primarily
focuses on. Within this context, I have attempted to weave threads of
commonality among seemingly different materials, processes, and structures,
as well as draw distinctions when they exhibit outwardly similar behavior.
In particular, parallels and contrasts between films and bulk materials are
themes of recurring discussions.

An optional introductory review chapter on standard topics in materials
science establishes a foundation for subsequent chapters. Following a
second chapter devoted to vacuum science and technology, the remaining
text is broadly organized into three sections. Chapters 3, 4, 5, and 6 deal
primarily with the principles and practices of film deposition from the vapor
phase by physical and chemical methods. The increasing importance of
plasmas and ion beams in recent years to deposit, etch, and modify films, is
reflected in the content of the middle two of these chapters. Film structure
is the subject of Chapters 7, 8, and 9. These three chapters track the events
that start with the condensation of atomic clusters on a bare substrate,
continue with film growth due to additional deposition, and end with fully
developed polycrystalline, single-crystal (epitaxial), or amorphous films and
coatings. Thin films are structurally and chemically characterized by the
assorted electron and scanning probe microscopies as well as surface
analytical techniques that are described in Chapter 10. Finally, the last two
chapters broadly expose the underlying connections between film deposition
and structure by addressing the roles of mass transport and stress. These
chapters also consider the stability of film systems under driving forces that
promote structural and chemical change. Exercises of varying difficulty are
provided in each chapter, and I believe a deeper sense of the subject matter
will be gained by considering them. Three elegant problems (exercises 5, 6,
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and 7 of Chapter 12) were developed by Professor W. D. Nix, and I thank
him for their use.

I have been most gratified by the reception of the first edition of my
book. The present version has been thoroughly revised and no former
chapter has remained untouched. Obsolete and unsuitable material has been
updated and replaced not only in response to advances in the field, but also
to make it better conform to pedagogical demands. In this vein, the last 11
chapters may be viewed as core subject matter applicable to all films and
coatings, and therefore suitable for introductory courses. Based on my own
experience, I have only been able to present a representative portion, but by
no means all aspects, of this core material in a one-semester course on thin
films. Former readers will note the omission of chapters dealing with
electrical, magnetic, and optical film properties and applications, which were
included in the first edition. Because these topics tend to be too specialized
for the target audience, time limitations have generally meant their exclusion
from course syllabi. Readers interested in these subjects will, however, find
a rich but broadly dispersed literature on these subjects.

Because of its emphasis on immutable concepts, I hope this book will be
spared the specter of rapid obsolescence. However, if this book will in some
small measure help spawn new technology that renders it obsolete, it will
have served a useful function.
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Chapter 1

A Review of Materials Science

1.1 INTRODUCTION

A cursory examination of the vast body of solid substances reveals what
outwardly appears to be an endless multitude of external forms and
structures possessing a bewildering variety of properties. The branch of
study known as Materials Science evolved in part to classify those features
that are common among the structure and properties of different materials
in a manner somewhat reminiscent of chemical or biological classification
schemes. This dramatically reduces the apparent variety. From this perspec-
tive, it turns out that solids can be classified as belonging typically to one
of only four different categories (metallic, ionic, covalent, van der Waals)
depending on the nature of the electronic structure and resulting interatomic
bonding forces. Another scheme based on engineering use would again
arguably limit materials to four chief classes, namely, metals, semiconduc-
tors, polymers, and ceramics.

Similar divisions occur with respect to structure of solids. Solids are
either internally crystalline or noncrystalline. Those that are crystalline can
be further subdivided according to one of 14 different geometric arrays or
lattices depending on the placement of the atoms. When properties are
considered, there are similar descriptors and simplifying categorizations.
Thus, materials are either good, intermediate, or poor conductors of
electricity, they are either mechanically brittle or can easily be stretched
without fracture, they are either optically reflective or transparent, etc. It is,
of course, easier to recognize that property differences exist than to under-
stand why they exist. Nevertheless, much progress has been made in this
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subject as a result of the research of the past century. Basically, the richness
in the diversity of materials properties occurs because countless combina-
tions of the admixture of chemical compositions, bonding types, crystal
structures, and morphologies either occur naturally or can be synthesized.

This chapter reviews various aspects of the structure, bonding, and
properties of solids with the purpose of providing the background to better
understand the remainder of the book. Additional topics dealing with
thermodynamics and kinetics of atomic motion in materials are also
included. These will later have relevance to aspects of the formation,
stability, and solid-state reactions in thin films. This review ends with a
discussion of mechanical properties, a subject of significance in phenomena
ranging from film deposition to adhesion. Although much of this chapter is
a condensed adaptation of standard treatments of bulk materials, it is
largely applicable to thin films as well. Nevertheless, many distinctions
between bulk materials and films exist and they will be stressed in the
ensuing discussion. Readers already familiar with concepts of materials
science may wish to skip this chapter. However, it is recommended that
those who seek deeper and broader coverage of this background material
should consult the general overview texts in the list of references.

1.2 STRUCTURE
1.2.1 CRYSTALLINE SOLIDS

Many solid materials possess an ordered internal crystal structure despite
external appearances which are not what we associate with the term
crystalline, i.e., clear, transparent, faceted, etc. Actual crystal structures can
be imagined to arise from a three-dimensional array of points geometrically
and repetitively distributed in space such that each point has identical
surroundings. There are only fourteen ways to arrange points in space
having this property and the resulting point arrays are known as Bravais
lattices. They are shown in Fig. 1-1 with lines intentionally drawn to
emphasize the symmetry of the lattice. It should be noted that only a single
cell for each lattice is reproduced here and that the point array actually
stretches in an endlessly repetitive fashion in all directions. If an atom or
group of two or more atoms is now placed at each Bravais lattice point, a
physically real crystal structure emerges. Thus, if individual copper atoms
populated every point of a face-centered cubic (FCC) lattice whose cube-
edge dimension, or so-called lattice parameter, were 3.54 A, the material
known as metallic copper would be generated; similarly for other types of
lattices and atoms.
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Figure 1.1 The 14 Bravais space lattices.

The reader should, of course, realize that just as there are no lines in
actual crystals, there are no spheres. Each sphere in the Cu crystal structure
represents the atomic nucleus surrounded by a complement of 28 core
electrons [i.e., (15)%(25)*(2p)®(3s)%(3p)°(3d)'°] and a portion of the free-
electron gas contributed by 4s electrons. Furthermore, we must imagine that



4 A Review of Materials Science

these spheres touch in certain crystallographic directions and that their
packing is rather dense. In FCC structures the atom spheres touch along the
direction of the face diagonals, i.e., [110], but not along the face edge
directions, i.e., [100]. This means that the planes containing the three face
diagonals shown in Fig. 1-2a, i.e., (111), are close packed. On this plane the
atoms touch each other in much the same way that a racked set of billiard
balls do on a pool table. All other planes in the FCC structure are less
densely packed and thus contain fewer atoms per unit area. Placement of
two identical silicon atoms at each FCC point would result in the formation
of the diamond-cubic silicon structure (Fig. 1-2c), whereas the rock-salt
structure (Fig. 1-2b) is generated if sodium—chlorine groups were sub-
stituted for each lattice point. In both cases the positions and orientation of
each two-atom motif must be preserved from point to point.

Quantitative identification of atomic positions as well as planes and
directions in crystals requires the use of simple concepts of coordinate
geometry. First, an orthogonal set of axes is arbitrarily positioned such that
each point can now be identified by three coordinates x =u, y = v, and
z =w. In a cubic lattice, e.g., FCC, the center of coordinate axes is taken

Figure 1-2 (a) (111) plane in FCC lattice; (b) rock-salt structure, e.g., NaCl; Na e, Cl @; (c)
diamond cubic structure, e.g., Si, Ge; (d) zinc blende structure, e.g., GaAs.
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as x =0, y=0, z=0, or (0,0,0). Coordinates of other nearest equivalent
cube corner points are then (1,0,0)(0,1,0)(1,0,0), etc. In this framework the
two Si atoms referred to earlier would occupy the (0,0,0) and (1/4,1/4,1/4)
positions. Subsequent translations of this oriented pair of atoms at each
FCC lattice point generates the diamond-cubic structure in which each Si
atom has four nearest neighbors arranged in a tetrahedral configuration.
Similarly, substitution of the (0,0,0)Ga and (1/4,1/4,1/4)As motif for each
point of the FCC lattice would result in the zinc-blende GaAs crystal
structure (Fig. 1-2d).

Specific crystal planes and directions are frequently noteworthy because
phenomena such as crystal growth, chemical reactivity, defect incorporation,
deformation, and assorted properties are not isotropic or the same on all
planes and in all directions. Therefore, the important need arises to be able
to accurately identify and distinguish crystallographic planes and directions.
A simple recipe for identifying a given plane in the cubic system is:

1. Determine the intercepts of the plane on the three crystal axes in
number of unit cell dimensions.

2. Take reciprocals of those numbers.

3. Reduce these to smallest integers by clearing fractions.

The result is a triad of numbers known as the Miller indices for the plane
in question, i.e., (hkl). Several planes with identifying Miller indices are
indicated in Fig. 1-3. Note that a negative index is indicated above the
integer with a minus sign.

Crystallographic directions shown in Fig. 1-3 are determined by the
components of the vector connecting any two lattice points lying along the
direction. If the coordinates of these points are (u;, v;, w;) and (u,, v,, w,),
then the components of the direction vector are (u; — t,, vy — Uy, W; — Wy).
When reduced to smallest integer numbers and placed within brackets
they are known as the Miller indices for the direction, i.e., [hkl]. In this
notation the direction cosines for the given direction are h/\/h* 4+ k? + I?,
k//h* + k* + 2, I/ /h* + k* + I>. Thus the angle a between any two
directions [h,k,l,] and [h,k,l,] is given by the vector dot product

hihy, + k. k, + 1,1,
N RN R

CosS o =

(1-1)

Two other useful relationships in the crystallography of cubic systems are
given without proof.

1. The Miller indices of the direction normal to the (hkl) plane is [hk[].

2. The spacing between successive (hkl) planes is a = ay/\/h* +k* + >
where a, is the lattice parameter.
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101

100

Figure 1-3  (a) Coordinates of lattice sites; (b) Miller indices of planes; (c,d) Miller indices of
planes and directions.

As an example, let us calculate the angle between any two neighboring
tetrahedral bonds in the diamond cubic lattice. The bonds lie along
[111]-type directions which are specifically taken here to be [111] and
[111]. Therefore, by Eq. 1-1,

(H(=D + L(=1) + (D)D) _ 1
JPH P12 (1) (1) + 12 3

cos o = and o = 109.5°.

These two bond directions lie in a common (110)-type crystal plane. The
precise indices of this plane must be (110) or (110). This can be seen by
noting that the dot product between each bond vector and the vector
normal to the plane they lie in must vanish.

1.2.2 X-RAY DIFFRACTION

We close this brief discussion on lattices and crystal geometry with
mention of experimental evidence in support of the internal crystalline
structure of solids. X-ray diffraction methods have very convincingly dem-
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onstrated the crystallinity of solids by exploiting the fact that the spacing
between atoms is comparable to the wavelength (1) of X-rays. This results
in easily detected emitted beams of high intensity along certain directions
when incident X-rays impinge at critical diffraction angles (6). Under these
conditions the well-known Bragg relation

ni = 2asinf (1-2)

holds, where n is an integer.

In bulk solids, large diffraction effects occur at many values of 6. In
thin films, however, very few atoms are present to scatter X-rays into a
diffracted beam when 6 is large. For this reason the intensitics of the
diffraction lines or spots will be unacceptably small unless the incident
beam strikes the film surface at a near glancing angle. This, in effect, makes
the film look thicker. Such X-ray techniques for examination of thin films
have evolved and will be discussed in Chapters 10 and 12. Relative to bulk
solids, thin films require long counting times to generate enough signal for
suitable X-ray diffraction patterns. This thickness limitation in thin films is
turned into great advantage, however, in the transmission electron micro-
scope. Here electrons must penetrate through the material under observa-
tion and this can occur only in thin films or specially thinned specimens.
The short wavelength of the electrons employed enables diffraction effects
and high-resolution imaging of the lattice structure to be observed. As an
example, consider the electron micrograph of Fig. 1-4 (top) showing
apparent perfect crystalline registry between a thin film of cobalt silicide
and a silicon substrate. Correspondingly, the atomic positioning in this
structure is schematically depicted in Fig. 1-4 (bottom). The phenomenon of
a single-crystal film coherently oriented on a single-crystal substrate is
known as epitaxy and is widely exploited in semiconductor technology. In
this example the silicide film/substrate was mechanically and chemically
thinned normal to the original film plane to make the cross-section visible.
Such evidence should leave no doubt as to the internal crystalline nature of
solids.

1.2.3 AMORPHOUS SOLIDS

In some materials the predictable long-range geometric order character-
istic of crystalline solids break down. These are the noncrystalline amor-
phous or glassy solids exemplified by silica glass, inorganic oxide mixtures,
and polymers. When such bulk materials are cooled from the melt even at
low rates, the more random atomic positions that we associate with a liquid
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CoS i2
LATTICE

LATTICE

Figure 1-4 Top: High-resolution lattice image of epitaxial CoSi, film on (111) Si (<112}
projection). Courtesy J. M. Gibson, AT&T Bell Laboratories. Bottom: Ball and stick atomic
model of the CoSi,—Si heterostructure. After J. M. Gibson, MRS Bulletin XVI(3), 27 (1991).
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are frozen in place within the solid. On the other hand, certain alloys
composed of transition metal and metalloid combinations, e.g., Fe—B, can
only be made in glassy form through extremely rapid quenching of melts.
The required cooling rates are of the order of 10°°C/s, and therefore
heat-transfer considerations limit bulk glassy metals to foil, ribbon, or
powder shapes typically ~0.05mm in thickness or size. In general, amor-
phous solids can retain their structureless character practically indefinitely
at low temperatures even though thermodynamics suggests greater stability
for crystalline forms. Crystallization will, however, proceed with release of
energy when these materials are heated to appropriate elevated tempera-
tures. The atoms then have the required mobility to seek out equilibrium
lattice sites.

Thin films of amorphous metal alloys, semiconductors, oxide and chal-
cogenide glasses have been readily prepared by common physical vapor
deposition (evaporation and sputtering) as well as chemical vapor deposi-
tion (CVD) methods. Vapor quenching onto cryogenically cooled glassy
substrates has made it possible to make alloys and even pure metals, the
most difficult of all materials to amorphize, glassy. In such cases, the surface
mobility of depositing atoms is severely restricted and a disordered atomic
configuration has a greater probability of being frozen in.

Our present notions of the structure of amorphous inorganic solids
are extensions of models first established for silica glass. These depict
amorphous SiO, to be a random three-dimensional network consist-
ing of tetrahedra that are joined at the corners but share no edges or
faces. Each tetrahedron contains a central Si atom bonded to four vertex
oxygen atoms, i.e., (SiO,)*”. The oxygens are, in turn, shared by two Si
atoms and are thus positioned as the pivotal links between neighboring
tetrahedra. In crystalline quartz the tetrahedra cluster in an ordered six-
sided ring pattern shown schematically in Fig. 1-5a, which should be
contrasted with the completely random network depicted in Fig. 1-5b. On
this basis the glassy solid matrix is probably an admixture of these structural
extremes possessing considerable short-range order, and microscopic cry-
stalline regions, i.e., less than 100 A in size (Fig. 1-5¢). The loose disordered
network structure allows for a considerable number of “holes” or “va-
cancies” to exist, and it therefore comes as no surprise that the density of
glasses will be less than that of their crystalline counterparts. In crystalline
quartz, for example, the density is 2.65 g/cm®, whereas in silica glass it is
2.2 g/em®. Amorphous silicon, which has found commercial use in thin-film
solar cells, is, like silica, tetrahedrally bonded and believed to possess a
similar structure. We shall later return to discuss further structural aspects
and properties of amorphous films in various contexts throughout the book,
e.g., Section 9.6.
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Figure 1-5 Schematic representation of (a) crystalline quartz; (b) random network (amor-
phous); (c) mixture of crystalline and amorphous regions. (Reprinted with permission from
John Wiley & Sons, E. H. Nicollian, and J. R. Brews, MOS Physics and Technology, copyright
© 1983, John Wiley & Sons.)

1.3 DEFECTS IN SOLIDS

The picture of a perfect crystal structure repeating a particular geometric
pattern of atoms without interruption or error is somewhat of an exagger-
ation. Although there are materials like carefully grown silicon single
crystals that have virtually perfect crystallographic structures extending over
macroscopic dimensions, this is generally not the case in bulk materials. In
thin crystalline films the presence of defects not only serves to disrupt the
geometric regularity of the lattice on a microscopic level, but significantly
influences many film properties such as chemical reactivity, electrical con-
duction, and mechanical behavior. The structural defects briefly considered
in this section are vacancies, dislocations, and grain boundaries.
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1.3.1 VACANCIES

The most elementary of crystalline defects are vacancies, and they arise
when lattice sites are unoccupied by atoms. Also known as point defects,
vacancies form because the energy E; required to remove atoms from
interior sites and place them on the surface is not particularly high. This,
coupled with the increase in the statistical entropy of mixing vacancies
among lattice sites, gives rise to a thermodynamic probability that an
appreciable number of vacancies will exist, at least at elevated temperature.
The fraction f of total sites that will be unoccupied as a function of
temperature T is predicted to be approximately

[ =exp — E;/kgT, (1-3)

reflecting the statistical thermodynamic nature of vacancy formation. Not-
ing that kg is the Boltzmann constant and E; is typically 1 eV per atom gives
f=1077 at 1000 K.

Vacancies play an important role in all processes related to solid-state
diffusion, including recrystallization, grain growth, sintering, and phase
transformations. In semiconductors, vacancies are electrically neutral as well
as charged and can be associated with dopant atoms. This leads to a variety
of normal as well as anomalous diffusional-doping effects.

1.3.2 DISLOCATIONS

Next in the hierarchy of defect structures are dislocations. These are line
defects that bear a definite crystallographic relationship to the lattice. The
two fundamental types of dislocations—the edge and the screw—are
shown in Fig. 1-6 and are represented by the symbol L. An edge dislocation
can be generated by wedging an extra row of atoms into a perfect crystal
lattice, while the screw dislocation requires cutting followed by shearing of
the resultant halves with respect to each other. The geometry of a crystal
containing a dislocation is such that when attempting a simple closed
traverse about its axis in the surrounding lattice, there is a closure failure,
i.e., one finally arrives at a lattice site displaced from the starting position
by a lattice vector, the so-called Burgers vector b. This vector lies perpen-
dicular to the edge dislocation line and parallel to the screw dislocation line.
Individual cubic cells representing the original undeformed crystal lattice are
now distorted somewhat in the presence of dislocations. Therefore, even
without application of external forces on the crystal, a state of internal strain
(stress) exists around each dislocation. Furthermore, the strains (stresses)
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EDGE DISLOCATION SCREW DISLOCATION

Figure 1-6 (left) Edge dislocation; (right) Screw dislocation. (Reprinted with permission from
John Wiley & Sons, H. W. Hayden, W. G. Moffat, and J. Wulff, The Structure and Properties
of Materials, Vol. 111, copyright © 1965, John Wiley & Sons.)

differ around edge and screw dislocations because the lattice distortions
differ. Close to the dislocation axis or core the stresses are high but they fall
off with distance (r) according to a 1/r dependence.

In contrast to vacancies, dislocations are not thermodynamic defects.
Because dislocation lines are oriented along specific crystallographic direc-
tions, their statistical entropy is low. Coupled with a high formation energy
due to the many atoms involved, thermodynamics would predict a disloca-
tion content of less than one per crystal. Thus, while it is possible to create
a solid devoid of dislocations, it is impossible to eliminate vacancies.

Dislocations are important because they have provided models to help
explain a variety of mechanical phenomena and properties in all classes of
crystalline solids. An early application was to the important process of
plastic deformation, which occurs after a material is loaded beyond its limit
of elastic response. In the plastic range, specific planes shear in characteristic
directions relative to each other much as a deck of cards shear from a
rectangular prism to a parallelepiped. Rather than have rows of atoms
undergo a rigid group displacement to produce the slip offset step at the
surface, the same amount of plastic deformation can be achieved with less
energy expenditure. This alternate mechanism requires that dislocations
undulate through the crystal, making and breaking bonds on the slip plane
until a slip step is produced as shown in Fig. 1-7a. Dislocations thus help
explain why metals are weak and can be deformed at low stress levels.
Paradoxically, dislocations can also explain why metals work-harden or get
stronger when they are deformed. These explanations require the presence
of dislocations in great profusion. In fact, a density as high as 10'2
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Figure 1-7 (a) Edge dislocation motion through lattice under applied shear stress. Reprinted
with permission from J. R. Shackelford, Introduction to Materials Science for Engineers,
Macmillan, New York, 1985. (b) Dislocation model of a grain boundary. The crystallographic
misorientation angle 6 between grains is b/d,,.

dislocation lines threading 1cm? of surface area has been observed in
highly deformed metals. Many deposited polycrystalline-metal thin films
also have high dislocation densities. Some dislocations are stacked vertically
giving rise to so-called small-angle grain boundaries (Fig. 1-7b). The
superposition of externally applied forces and internal stress fields of
individual or groups of dislocations, arrayed in a complex three-dimensional
network, makes it generally more difficult for them to move and the lattice
to deform easily.

Dislocations play varied roles in thin films. As an example, consider the
deposition of atoms onto a single-crystal substrate in order to grow an
epitaxial single-crystal film. If the lattice parameter in the film and substrate
differ, then some geometric accommodation in bonding may be required at
the interface resulting in the formation of interfacial dislocations. The latter
are unwelcome defects, particularly if films of high crystalline perfection are
required. This is why a good match of lattice parameters is sought for
epitaxial growth. Substrate steps and dislocations should also be eliminated
where possible prior to film growth. If the substrate has screw dislocations
emerging normal to the surface, depositing atoms may perpetuate the
extension of the dislocation spiral into the growing film. Like grain bound-
aries in semiconductors, dislocations can be sites of charge recombination
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or generation as a result of uncompensated “dangling bonds.” Film stress,
thermally induced mechanical relaxation processes, and diffusion of atoms
in films are all influenced by dislocations.

1.3.3 GRAIN BOUNDARIES

Grain boundaries are surface or area defects that constitute the interface
between two single-crystal grains of different crystallographic orientation.
The normal atomic bonding in grains terminates at the grain boundary
where more loosely bound atoms prevail. Like atoms on surfaces, they are
necessarily more energetic than those within the grain interior. This causes
the grain boundary to be a heterogeneous region where various atomic
reactions and processes such as solid-state diffusion and phase transform-
ations, precipitation, corrosion, impurity segregation, and mechanical relax-
ation are favored or accelerated. In addition, electronic transport in metals
is impeded through increased scattering at grain boundaries, which also
serve as charge recombination centers in semiconductors. Grain sizes in
films are typically between 0.01 and 1.0 um and are smaller, by a factor of
more than 100, than common grain sizes in bulk materials. For this reason,
thin films tend to be more reactive than their bulk counterparts. The
fraction of atoms associated with grain boundaries in spherical grains of
diameter l; is approximately 6a/l;, where a is the atomic dimension. For
l, = 1000 A, this corresponds to about 1 in 100.

Controlling grain morphology, orientation, and size are not only impor-
tant objectives in bulk materials but are quite important in thin-film
technology. Indeed a major goal in microelectronic applications is to
eliminate grain boundaries altogether through epitaxial growth of single-
crystal semiconductor films on oriented single-crystal substrates. Many
special deposition methods are employed in this effort, which continues to
be a major focus of thin-film semiconductor technology.

1.4 BONDS AND BANDS IN MATERIALS
1.4.1 BONDING AT THE ATOMIC LEVEL

The reason that widely spaced isolated atoms condense to form solids is
the energy reduction accompanying bond formation. Thus, if N atoms of
type A in the gas phase (g) condense to form a solid (s), the binding energy
E, is released according to the equation

NA, - NA, + E,. (1-4)
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Energy E, must be supplied to reverse the equation and decompose the
solid. The more stable the solid, the higher is its binding energy. It has
become customary to picture the process of bonding by considering the
energetics between atoms as the interatomic distance progressively shrinks.
In each isolated atom the electron energy levels are discrete as shown on the
right-hand side of Fig. 1-8a. As the atoms approach one another, the
individual levels split as a consequence of an extension of the Pauli
Exclusion Principle to a collective solid, namely, no two electrons can exist
in the same quantum state. Level splitting and broadening occurs first for
the valence or outer electrons since their electron clouds are the first to
overlap. During atomic attraction, electrons populate the lower energy
levels, reducing the overall energy of the solid. With further reduction in
interatomic spacing, the overlap increases and the inner charge clouds begin
to interact. lon-core overlap now results in strong repulsive forces between
atoms, raising the electrostatic energy of the system. A compromise is struck
between the attractive and repulsive energies such that at the equilibrium
interatomic distance (a,) the overall energy is minimized.

At equilibrium, some of the levels have broadened into bands of energy
levels. The bands span different ranges of energy depending on the atoms
and specific electron levels involved. Sometimes, as in metals, bands of high
energy overlap. In insulators and semiconductors there are energy gaps of
varying width between bands where electron states are not allowed. The
whys and hows of energy-level splitting, band structure and evolution, and
implications with regard to property behavior are perhaps the most funda-
mental and difficult questions in solid-state physics. We will briefly return
to the subject of electron-band structure after introducing the classes of
solids.

1.4.2 BONDING IN SOLIDS

An extension of the ideas expressed in Fig. 1-8a is commonly made to a
group of atoms, in which case the potential energy of atomic interaction,
V(r), is plotted as a function of interatomic distance r in Fig. 1-8b. The
generalized behavior shown is common for all classes of solid materials
regardless of the type of bonding or crystal structure. Although the math-
ematical forms of the attractive or repulsive portions may be complex, a
number of qualitative features of these curves are not difficult to understand.

For example, the energy at r = a, is the bonding energy. Solids with high
melting points tend to have large values of E,. The curvature of the
potential energy is a measure of the elastic stiffness of the solid. To see this
we note that around a, the potential energy is approximately harmonic or
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Figure 1-8 (a) Splitting of electron levels and (b) energy of interaction between atoms as a
function of interatomic spacing. V(r) vs r shown schematically for bulk and surface atoms.

parabolic. Therefore, V(r) = 1/2K_r?, where K_ is related to the spring
constant (or elastic modulus). Narrow wells of high curvature are associated
with large values of K, and broad wells of low curvature with small values
of K,. Since the force, F, between atoms is given by F = —dV(r)/dr,
F = —K,r, which has its counterpart in Hooke’s law, i.e., that stress is
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linearly proportional to strain where the modulus of elasticity (Y) is the
constant of proportionality. Thus, in solids with high K, or Y values,
correspondingly larger stresses develop under straining. Interestingly, a
purely parabolic behavior for V(r) implies a material with a coefficient of
thermal expansion equal to zero because atoms are equally likely to expand
or contract at any temperature or level of energy. In real materials,
therefore, some asymmetry or anharmonicity in V(r) exists.

For the most part atomic behavior within a thin solid film can also be
described by a Wr) — r curve similar to that for the bulk solid. The surface
atoms are less tightly bound, however, which is reflected by the dotted line
behavior in Fig. 1-8b. The difference between the energy minima for surface
and bulk atoms is a measure of the surface energy of the solid (see Section
7.3.2). From the previous discussion, surface layers would tend to be less stiff
and melt at lower temperatures than the bulk. Slight changes in equilibrium
atomic spacing or lattice parameter at surfaces may also be expected.
Indeed, such effects have been experimentally observed.

An important application of the above ideas is to adhesion between
the film and substrate. Bonding occurs because of pairwise interactions
across interfaces between different kinds of atoms. This means that a force
(F = —dV(r)/dr) must be applied to separate the film from the substrate.
After the reader differentiates V(r) it will be apparent that the F(r) vs r
variation has a similar, but inverted shape relative to the V(r) vs r
dependence. By rough analogy to engineering stress—strain curves, the peak
value of the force is the theoretical strength of the interface, while the area
under the curve to that point is a measure of the energy expended in
separating the materials. The important subject of thin-film adhesion is
treated at the end of Chapter 12.

1.4.3 THE FOUR CLASSES OF SOLIDS:
BONDING AND PROPERTIES

Despite apparent similarities, there are many distinctions between the
four important types of solid-state bonding and the properties they induce.
A discussion of these individual bonding categories follows.

1.4.3.1 Metallic

The so-called metallic bond occurs in metals and alloys. In metals the
outer valence electrons of each atom form part of a collective free-electron
cloud or gas that permeates the entire lattice. Even though individual
electron—electron interactions are repulsive, there is sufficient electrostatic
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attraction between the free-electron gas and the positive ion cores to cause
bonding.

What distinguishes metals from all other solids is the ability of the
electrons to readily respond to applied electric fields, thermal gradients, and
incident light. This gives rise to high electrical and thermal conductivities as
well as high optical reflectivities. Interestingly, comparable properties are
observed in liquid metals, indicating that aspects of metallic bonding and
the free-electron model are largely preserved even in the absence of a crystal
structure. Metallic electrical resistivities typically ranging from 10~ to 10~°¢
ohm-cm should be contrasted with the very much larger values possessed
by other classes of solids.

Furthermore, the temperature coefficient of resistivity is positive. Metals
thus become poorer electrical conductors as the temperature is raised. The
reverse is true for all other classes of solids. Also, the conductivity of pure
metals is always reduced with low levels of impurity alloying, a behavior
contrary to that of other solids. The effect of both temperature and alloying
element additions on metallic conductivity is to increase electron scattering,
which in effect reduces the net component of electron motion in the direction
of the applied electric field. Interestingly, the electrical properties of metals
differ little in film relative to bulk form. Ionic and semiconductor solids
behave quite differently in this regard. In them greater charge carrier
production and higher electrical conductivity is the result of higher tempera-
tures and increased solute additions. Furthermore, there are generally very
large differences in bulk and thin-film electrical behavior.

Bonding clectrons in metals are not localized between atoms and non-
directional bonds are said to exist. This causes atoms to slide by each other
and plastically deform more readily than is the case, for example, in covalent
solids that have directed atomic bonds.

Examples of thin-metal-film applications include contacts and intercon-
nections in integrated circuits, and ferromagnetic alloys for data storage
applications. Metal films are also used in mirrors, optical systems and for
decorative and protective coatings of packaging materials and various
components.

1.4.3.2 Ionic

Tonic bonding occurs in compounds composed of strongly electropositive
elements (metals) and strongly electronegative elements (nonmetals). The
alkali halides (NaCl, LiF, etc.) are the most unambiguous examples of
ionically bonded solids. In other compounds such as oxides and sulfides as
well as many of the more complex salts of inorganic chemistry, e.g., nitrates
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and sulfates, the predominant, but not necessarily exclusive, mode of
bonding is ionic in character. In the rock-salt structure of NaCl, for example,
there is an alternating three-dimensional checkerboard array of positively
charged cations and negatively charged anions. Charge transfer from the 3s
electron level of Na to the 3p level of Cl creates a single isolated NaCl
molecule. In the solid, however, the transferred charge is distributed uni-
formly among nearest neighbors. Thus, there is no preferred directional
character in the ionic bond since the electrostatic forces between spherically
symmetric inert gas—like ions are independent of orientation.

Much success has been attained in determining the bond energies in
alkali halides without resorting to quantum mechanical calculation. The
alternating positive and negative ionic charge array suggests that Coulom-
bic pair interactions are the cause of the attractive part of the interatomic
potential, which varies simply as V(r) ~ 1/r. lonic solids are characterized
by strong electrostatic bonding forces and thus relatively high binding
energies and melting points. They are poor conductors of electricity because
the energy required to transfer electrons from anions to cations is prohibi-
tively large. At high temperatures, however, the charged ions themselves can
migrate in an electric field resulting in limited electrical conduction. Typical
resistivities for such materials can range from 10° to 10! ohm-cm.

Perhaps the most important largely ionic thin-film material is SiO,
because it performs critical dielectric and insulating functions in integrated
circuit technology. Other largely ionic film materials of note include MgF,
and ZnS for use in optical coatings, YBa,Cu;0, high-temperature super-
conductors, Al,O; for hard coatings, and assorted thin-film oxides such
as Y;Fe;O,, and LiNbO,, used respectively in magnetic and integrated
optics applications. Transparent electrical conductors such as In,O;—SnO,
glasses, which serve as heating elements in window defrosters on cars as well
as electrical contacts over the light-exposed surfaces of solar cells, have
partial ionic character.

1.4.3.3 Covalent

Elemental as well as compound solids exhibit covalent bonding. The
outstanding examples are the elemental semiconductors Si, Ge, and dia-
mond, as well as III-V compound semiconductors such as GaAs and InP.
Whereas elements at the extreme ends of the periodic table are involved in
ionic bonding, covalent bonds are frequently formed between elements in
neighboring columns. The strong directional bonds characteristic of the
group IV elements is due to the hybridization or mixing of the 2s and 2p
electron wave functions into a set of orbitals that have high electron
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densities emanating from the atom in tetrahedral fashion. A pair of electrons
contributed by neighboring atoms comprises a covalent bond, and four such
shared electron pairs complete the bonding requirements.

Covalent solids are strongly bonded hard materials with relatively high
melting points. Despite the great structural stability of semiconductors,
relatively modest thermal stimulation is sufficient to release electrons from
filled valence bonding states into unfilled conduction-electron states. We
speak of electrons being promoted from the valence to conduction band, a
process that increases the conductivity of the solid. Small dopant additions
of group III elements such as B and In as well as group V elements such as
P and As take up regular lattice positions within Si and Ge. The bonding
requirements are then not quite satisfied for group III elements, which are
one electron short of a complete octet. An electron deficiency or hole is thus
created in the valence band. Similarly, for each group V dopant an excess
of one electron beyond the bonding octet can be promoted into the
conduction band. As the name implies, semiconductors lic between metals
and insulators insofar as their ability to conduct electricity is concerned.
Typical semiconductor resistivities range from ~ 1073 to 10° ohm-cm. Both
temperature and level of doping are very influential in altering the conduc-
tivity of semiconductors. Ionic solids are similar in this regard.

The controllable spatial doping of semiconductors over very small lateral
and transverse dimensions is a critical requirement in processing integrated
circuits. Thin-film technology is thus simultaneously practiced in three
dimensions in these materials. Similarly, the fabrication of a variety of
optical devices such as lasers and light-emitting diodes requires the deposi-
tion of covalent compound-semiconductor thin films. Other largely covalent
materials such as SiC, TiC, and TiN have found coating applications where
hard, wear-resistant or protective surfaces are required. They are usually
deposited by the chemical vapor deposition methods discussed in Chapter 6.

1.4.3.4 van der Waals

A large group of solid materials are held together by weak molecular
forces. This so-called van der Waals bonding is due to dipole—dipole charge
interactions between molecules that, though electrically neutral, have re-
gions possessing a net positive or negative charge distribution. Organic
molecules such as methane and inert gas atoms are weakly bound together
in the solid by these charges. Such solids have low melting points and are
mechanically weak. Thin polymer films used as photoresists or for sealing
and encapsulation purposes contain molecules that are typically bonded by
van der Waals forces.
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1.4.4 ENERGY BAND DIAGRAMS

A common graphic means of distinguishing between different classes of
solids makes use of energy band diagrams. Reference to Fig. 1-8a shows how
individual energy levels broaden into bands when atoms are brought
together to form solids. What is of interest here are the energies of electrons
at the equilibrium atomic spacing in the crystal. For metals, insulators, and
semiconductors the energy band structures are schematically indicated in
Fig. 1-9a,b,c. In each case the horizontal axis can be loosely interpreted as
some macroscopic distance within the solid having much larger than atomic
dimensions. This distance spans a region within the homogencous bulk
interior where the band energies are uniform from point to point. The
uppermost band shown is called the conduction band because once elec-
trons access its levels, they are essentially free to conduct electricity.

Metals have nigh conductivity because the conduction band contains
electrons from the outset. One has to imagine that there are a mind-boggling
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Figure 1-9  Schematic band structure for (a) metal; (b) insulator; (c) semiconductor; (d) n-type
semiconductor; () p-type semiconductor.
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~10?2-1023 electrons per cubic centimeter (one or more per atom) in the
conduction band, all of which occupy different quantum states. Further-
more, there are enormous numbers of states all at the same energy level, a
phenomenon known as degeneracy. Lastly, the energy levels are extremely
closed spaced and compressed within a typical 5-eV conduction-band
energy width. The available electrons occupy states within the band up to
a maximum level known as the Fermi energy Er. Above Ey there are densely
spaced excited levels, but they are all vacant. If electrons are excited
sufficiently (e.g., by photons or through heating), they can gain enough
energy to populate these states or even leave the metal altogether, i.e., by
photo- and thermionic emission, and enter the vacuum. As indicated in Fig.
1-9a, the energy difference between the vacuum level and Ep is equal to g¢y,,
where ¢, 1s the work function in volts and g is the electronic charge. Values
of g¢ for many solids range between 2 and 5eV. Even when very tiny
electric fields are applied, the electrons in states at Ex can easily move into
nearby unoccupied levels above it, resulting in a net current flow. This is
why metals are such good electrical conductors.

At the other extreme are insulators in which the conduction band
normally has no electrons. The valence electrons used in bonding completely
fill the valence band. A large energy gap E, ranging from 5 to 10eV
separates the filled valence band from the empty conduction band. There
are normally no states and therefore no electrons within the energy gap. In
order to conduct appreciable electricity, many electrons must acquire
sufficient energy to span the energy gap, but for practical purposes this
energy barrier is all but insurmountable.

Pure (intrinsic) semiconductors at very low temperatures have a band
structure like that of insulators, but E, is smaller, e.g., E, = 1.12¢V in Si and
1.43 eV in GaAs. When the semiconductor is doped, new states are created
within the energy gap. The electron (or hole) states associated with donors
(or acceptors) are usually but a small fraction of an electron volt away from
the bottom of the conduction band (or top of the valence band). It now
takes very little thermal stimulation to excite electrons or holes to conduct
electricity. The actual location of E, with respect to the valence and
conduction band edges depends on the type and amount of doping atoms
present. In an intrinsic semiconductor Ey lies in the middle of the energy
gap because Ep is strictly defined as that energy level for which the
probability of occupation is 1/2. If the semiconductor is doped with donor
atoms to make it n-type, Ep lies above the midgap energy as shown in Fig.
1-9d. When acceptor atoms are the predominant dopants, Ey lies below the
midgap energy and a p-type semiconductor results (Fig. 1-9¢).

Band diagrams have important implications in electronic devices where
structures consisting of different materials in contact are involved. A simple
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Figure 1-10 (a) p—n semiconductor junction. Ey, is the energy at the top of the valence band
and E is the energy at the bottom of the conduction band; (b) metal-semiconductor contact,
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junction due to the different energy gaps, E,(1) and E,(2), of the two semiconductors; (d)
metal-oxide—semiconductor structure, e.g., A1-SiO,—Si.

example is the p—n junction, which is shown in Fig. 1-10a without any
applied electric fields. A condition ensuring thermodynamic equilibrium for
the electrons is that Ep be constant throughout the system. This is accom-
plished through electron transfer from the n side with high E. (low ¢,) to
the p side with low Ep (high ¢,). An internal built-in electric field is
established because of this charge transfer, resulting in bending of both the
valence and conduction bands in the junction region. This ability to support
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an electric field reflects the dielectric character of semiconductors. In the
bulk of each semiconductor the bands are unaffected as previously noted.
Similar band bending occurs over dimensions comparable to the thicknesses
of films involved in metal-semiconductor contacts (Fig. 10b), heterojunc-
tions between different semiconductor (Fig. 10c), and in metal—oxide—
semiconductor (MOS) transistor structures (Fig. 10d). Since virtually all
electronic and optoelectronic semiconductor devices are modeled by these
important band-diagram representations, they will be referred to again in
later chapters.

1.5 THERMODYNAMICS OF MATERIALS

Thermodynamics is very definite about those events that are impossible.
It will say, for example, that reactions or processes are thermodynamically
impossible. Thus, gold films do not oxidize and atoms do not normally
diffuse up a concentration gradient. On the other hand, thermodynamics is
noncommittal about permissible reactions and processes. Thus, even though
reactions are thermodynamically favored, they may, in fact, not occur in
practice. Films of silica glass should revert to crystalline form at room
temperature according to thermodynamics, but the solid-state kinetics are
so sluggish that for all practical purposes amorphous SiO, is stable. A
convenient measure of the extent of reaction feasibility is the Gibbs
free-energy function G defined as

G=H-TS (1-5)

where H is the enthalpy, S the entropy, and T the absolute temperature.
Thus, if a system changes from some initial (i) to final (f) state at constant
temperature due to a chemical reaction or physical process, a free-energy
change AG = G; — G, occurs given by

AG = AH — TAS (1-6)

where AH and AS are the corresponding enthalpy and entropy changes. A
consequence of the Second Law of Thermodynamics is that spontaneous
reactions occur at constant temperature and pressure when AG is negative,
ie, AG < 0. This condition implies that a system will naturally tend to
minimize its free energy by successively proceeding from a value G; to a still
lower, more negative value G; until it is no longer possible to further reduce
G. When this happens, AG = 0. The system has achieved equilibrium and
there is no longer a driving force for change.

On the other hand, for a process that cannot occur, AG > 0. It is
important to note that neither the sign of AH nor that of AS taken
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individually is sufficient to determine reaction direction; rather, it is the sign
of the combined function AG that is crucial in this regard. For example,
during condensation of a vapor to form a solid film, AS < 0. This is so
because S is a measure of the “disorder” or number of atomic configuration
in a system, and fewer exist in the solid relative to the gas phase. However,
the decrease in enthalpy more than offsets that in entropy, and the overall
net change in AG is negative.

The concept of minimization of free energy, as a criterion for both
stability in a system and forward change in a reaction or process, is a central
theme in materials science. It is used most notably in the thermodynamic
analysis of chemical reactions and in the interpretation of phase dia-
grams. Subsequent applications will be made to such topics as chemical
vapor deposition, interdiffusion, reactions in thin films, and energetics in
general.

1.5.1 CHEMICAL REACTIONS

The general chemical reaction involving three substances A, B, and C in
equilibrium is

aA + bB — cC. (1-7)
Correspondingly, the free-energy change of the reaction is given by
AG = ¢G. — aG, — bGy (1-8)

where a, b, and c are the stoichiometric coefficients. It is customary to denote
the free energy of individual reactant or product atomic or molecular species
by

G,=G°+ RTIna, (19)

where R is the gas constant and G? is the free energy of the species in its
so-called reference or standard state. For solids this is usually the stable
pure material at one atmosphere and 298 K. The activity a; may be viewed
as an effective thermodynamic concentration and reflects the change in free
energy of the species when it is not in its standard state. Substitution of Eq.
1-9 into Eq. 1-8 yields
ac
AG =AG° + RTIn—; (1-10)

aadg
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where AG® = ¢G2 — aGY{ — bGS. If the system is now in equilibrium, AG = 0
and all a; values are the equilibrium ones, i.€., Gjeq). Thus,

0=AG®+ RTIn {“C“;’} (1-11)
AAeq)dB(eq)
or
—AG® = RTInK, (1-12)

where the equilibrium constant K is defined by the quantity in braces.
Equation 1-12 is one of the most frequently used equations in chemical
thermodynamics and will be helpful in analyzing chemical vapor deposition
reactions. Combination of Egs. 1-10 and 1-11 gives

(ac/dceq)” } .

(aA/aA(eq))a(aB/aB(eq))b

AG = RTln{ (1-13)

Each term a;/a;.q represents a supersaturation of the species if it exceeds 1,
and a subsaturation if it is less than 1. Thus, if there is a supersaturation of
reactants and a subsaturation of products AG < 0. The reaction proceeds
spontaneously as written with a driving force proportional to the magnitude
of AG. For many practical cases the g; are little different from the standard
state activities, which are taken to be unity. Therefore, in such a case Eq.
1-10 yields

AG = AG°. (1-14)

Quantitative information on the feasibility of chemical reactions is thus
provided by values of AG®, and these can be evaluated from standard refer-
ences (Ref. E2) and computerized data bases (Ref. E3) dealing with thermo-
dynamic properties of materials. The reader should be aware that although
many of the data are the result of measurement, some values are inferred
from various connecting thermodynamic laws and relationships. In this way
a consistent set of thermodynamic data for a very large number of materials
has been generated. Thus, even though the vapor pressure of tungsten at
room temperature cannot be directly measured, its value is nevertheless
“known.” It should be borne in mind that the data refer to equilibrium
conditions only, and that many reactions are subject to overriding kinetic
limitations despite otherwise favorable thermodynamic indications.

A particularly handy representation of AG® data for formation of metal
oxides as a function of temperature is shown in Fig. 1-11 and known as an
Ellingham diagram. To understand its use suppose it is desired to deposit
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Figure 1-11 Standard free energy of oxide formation vs temperature: O, melting point of
metal; [J, boiling point of metal (1 atm). Reprinted with permission from A. G. Guy,
Introduction to Materials Science, McGraw-Hill, New York, 1972.

thin-film metal interconnections on a SiO, substrate for microelectronic
purposes. Because of their high conductivity and ease of deposition, Al and
Cu are possible candidates. Which metal would be a better choice for this
application, other things being equal (which they never are)? Assuming the
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deposition temperature is 400°C, the relevant oxidation reactions from Fig.
1-11 are

Si+ 0,580, AGl, (400°C) = — 175 kcal (1-15a)
43A1 + O, > (2/3)A,0;  AGS,,0, (400°C) = —230kcal (1-15b)
2Cu + 0, »2Cu0  AG%0 (400°C) = —45 keal. (1-15¢)

After elimination of O, and algebraic addition of free energies the two
reduction reactions are characterized by

(4/3)Al + SiO, - (2/3)ALO, + Si  AG® (400°C) = —55 kcal (1-16a)
2Cu + Si0, »2CuO + Si  AG° (400°C) = +130kcal.  (1-16b)

The AG°-T curves for Al,O; and CuO are respectively more negative
(lower) and more positive (higher) than that for SiO,; thus reactions 1-16a
and 1-16b are respectively thermodynamically possible and impossible, as
written. Therefore, Al films tend to reduce SiO, films, leaving free Si behind.
To minimize this problem practically, TiN or W diffusion barriers are
interposed between the Al and SiO,. However, no such reaction occurs with
Cu, and on this basis it is the preferred metallization. In fact Cu is now
replacing Al which has long been used for this purpose. As a generalization,
the metal of an oxide that has a more negative AG® than a second oxide will
reduce the latter and be oxidized in the process.

Let us now consider the gas ambient required to evaporate pure Al. Use
of Egs. 1-12 and 1-15b indicates that

_ (aan0.)°"”

K= (@) Po. = exp — AG°/RT. (1-17)
The Al,O; and Al may be considered to exist in pure standard states with
unity activities while the activity of O, is taken to be its partial pressure Po,.
Therefore, AG® = RT In Po,. During evaporation of Al from a crucible to
produce a film, the value of P, in equilibrium with both Al and Al,O; can
be calculated at any temperature once AG® is known. If the actual oxygen
partial pressure exceeds the equilibrium pressure, then Al ought to oxidize.
However, if the reverse is true, Al,O5; would be reduced to Al. At 1000°C
(or 1273K), AG® = —202 kcal, and P, =2 x 10733 atm. Since this value
is many orders of magnitude below actual oxygen partial pressures in
vacuum systems, Al would be expected to oxidize. It does to some extent
and a thin film of alumina forms on the surface of the molten aluminum
source. Nevertheless, oxide-free films are effectively deposited in practice.
The reader can easily show that oxide-free Cu films are more easily
evaporated.
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Similar Ellingham plots of free energy of formation versus temperature
exist for sulfides, carbides, nitrides, and chlorides. In Chapter 6 we will
consider such a diagram for Si-H-Cl compounds because of its utility in
the thermodynamic analysis of the chemical vapor deposition of Si.

1.5.2 PHASE DIAGRAMS

The most widespread method for representing the conditions of chemical
equilibrium for inorganic systems as a function of composition, temperature,
and pressure is through the use of phase diagrams. By phases we not only
mean the solid, liquid, and gaseous states of pure elements and compounds;
also included are materials of variable but homogeneous composition such
as alloys. At one level phase diagrams simply appear to provide solubility
data as a function of temperature. But at a deeper level they contain a
wealth of thermodynamic information on systems in equilibrium that can
readily be interpreted without resorting to complex laws, functions, or
equations. They have been experimentally determined for many systems by
numerous investigators over the years and provide an invaluable guide
when synthesizing materials. There are a few simple rules for analyzing
phase diagrams. The most celebrated of these is the Gibbs phase rule, which
though deceptively simple, is arguably the most important linear algebraic
equation in all of physical science. It can be written as

F=n+2—1y (1-18)

where n is the number of components (i.e., different atomic species), i is the
number of phases, and F is the number of degrees of freedom or variance in
the system. The number of intensive variables that can be independently
varied without changing the phase equilibrium is equal to F.

1.5.2.1 One-Component System

As an application of a one-component system consider the P—T diagram
given for carbon in Fig. 1-12. Shown are the regions of stability for different
phases of carbon as a function of pressure and temperature. Within the
broad areas the single phases diamond and graphite are stable. Both P and
T variables can be independently varied to a greater or lesser extent without
leaving the single-phase field. This is consistent with the phase rule, which
gives F =1+ 2 — 1 =2. Those states that lie on any of the lines of the
diagram represent two-phase equilibria. Now F =1+ 2 —2=1. This
means, for example, that in order to change but maintain the equilibrium
along the diamond—graphite line, only one variable, either T or P, can be
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Figure 1-12 Portion of the pressure—temperature diagram for carbon showing stability
domains of diamond and graphite. Shaded areas represent regions of diamond formation in the
indicated metal solvents. Reprinted with permission from R. C. DeVries, Ann. Rev. Mater. Sci.
17, 161 (1987).

independently varied; the corresponding variables P or T must change in a
dependent fashion. At a point where three phases coexist (not shown), F = 0.
Any change of T or P will destroy this unique three-phase equilibrium,
leaving instead either one or two phases. The diagram suggests that pressures
between 10* to 10° bars (approximately 10* to 10° atm) are required to
transform graphite into diamond. In addition, excessively high temperatures
(2000 K) are required to make the reaction proceed at appreciable rates. It is
exciting, therefore, that diamond thin films have been deposited, for example,
by decomposing methane in a microwave plasma at low pressure and
temperature (Section 6.8.5.2), thus avoiding the almost prohibitive pressure—
temperature conditions required for bulk diamond synthesis.

1.5.2.2 Two-Component Systems

When two elements or compounds combine, many very important but
less well-known materials than the compounds of inorganic chemistry can
be produced. Binary metal alloys (e.g., nichrome, a Ni—Cr alloy) and
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compound semiconductors (e.g., GaAs) are examples that have important
bulk as well as thin-film uses. The resultant phases that form as a function
of initial reactant proportions and temperature are depicted on binary
equilibrium phase diagrams. Collections of these have been published for
metal, semiconductor, and ceramic systems and are among the most
frequently consulted references in the field of materials. Unless noted
otherwise, these diagrams hold at atmospheric pressure, in which case the
variance is reduced by one. The Gibbs phase rules now states F =n + 1 —
or F =3 — . Thus, three phases at most can coexist in equilibrium.

To learn how to interpret binary phase diagrams, let us first consider the
Ge-Si system shown in Fig. 1-13. Such a system is interesting because of
the possibility of creating semiconductors having properties intermediate to
those of Ge and Si. On the horizontal axis the overall composition is
indicated. Pure Ge and Si components are represented at the extreme left
and right axes, respectively, whereas compositions of initial mixtures of Ge
and Si are located in between. Such compositions are given in either weight
or atomic percent. The following set of rules will enable a complete
equilibrium phase analysis for an initial phase composition X, heated to
temperature T;,. This entails a simultaneous determination of phase compo-
sition and relative phase amount.
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Figure 1-13  Ge-Si equilibrium phase diagram. Reprinted with permission. From M. Hansen,
Constitution of Binary Alloys, McGraw-Hill, New York, 1958.
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1. Draw a vertical line at composition X, Any point on this line
represents a state of this system at the temperature indicated on the
left-hand scale.

2. The chemical compositions of the resulting phases depend on whether
the point lies (a) in a one-phase field, (b) in a two-phase field, or (c) on a
sloping or horizontal (isothermal) boundary between phase fields.

(a) For states within a single-phase field, i.e., L (liquid), S (solid), or a
compound, the phase composition or chemical analysis is always the
same as the initial composition.

(b) In a two-phase region, e.g., L + S, a + f, a horizontal tie line is first
drawn through the state point extending from one end of the
two-phase field to the other as shown in Fig. 1-13. On either side of
the two-phase field are the indicated single-phase fields (L and
S). The compositions of the two phases in question are given by
projecting the ends of the tie line vertically down and reading off the
values. For example, if X, = 40 at% Si at T, = 1200°C, X = 34 at%
Si and Xg = 67 at% Si.

(c) State points located exactly on either a sloping or a horizontal
boundary cannot be analyzed; phase analyses can only be made
above or below the boundary lines according to the rules of (a) and
(b) above. Sloping boundaries are known as liquidus or solidus
lines for L/L 4+ S or L 4+ S/S phase field combinations, respectively.
Such lines also represent solubility limits and are, therefore,
associated with the processes of solution or rejection of phases
(precipitation) from solution. The horizontal isothermal boundaries
indicate the existence of phase transformations involving three
phases. The following common reactions occur at these critical
isotherms, where o, f§, and y are solid phases:

Eutectic Loa+p (1-19a)
Eutectoid y—oa+ f8 (1-19b)
Peritectic L +oa—vy (1-19¢)

3. The relative amounts of phases present depend on whether the state
point lies in (a) a one-phase field, or (b) a two-phase field.

(a) Here the one phase in question is homogeneous and present
exclusively. Therefore, the relative amount of this phase is 100%.

(b) In the two-phase field the lever rule must be applied to obtain the
relative phase amounts. Referring to Fig. 1-13, for state X, at T, and
with the indicated tie line, the relative amounts of L and S phases
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are given by

0 _ XS B XO . 0 _ XO — XL

%oL = X — X, x 100; %S = X X, x 100, (1-20)
where %L 4+ %S=100. Substitution gives %L = (67 —40)/(67 —34) x
100 = 81.8, and %S = (40 — 34)/(67 — 34) x 100 = 18.2. Equation
1-20 represents a definition of the lever rule which essentially ensures
conservation of mass in the system. It is important to reiterate
that the tie line and lever rule can only be applied in a two-phase
region; they make no sense in a one-phase region. While such
analyses reveal information on phase compositions and amounts,
they say nothing about the physical appearance or shape that phases
actually assume. Structural morphology is rather dependent on
issues related to phase nucleation and growth processes.

Before leaving the Ge—Si system, we should note that L represents a
broad liquid solution field where Ge and Si atoms mix in all proportions.
Similarly, at lower temperatures, Ge and Si atoms mix randomly but on the
atomic sites of a diamond cubic lattice to form a substitutional solid
solution. The lens-shaped L + S region separating the single-phase liquid
and solid fields occurs in many binary systems including Cu—Ni, Ag—Au,
Pt—Rh, Ti-W, and Al,0;—Cr,0;.

A very common feature on binary phase diagrams is the eutectic
isotherm. The Al-Si system shown in Fig. 1-14 is an example of a system
undergoing a eutectic transformation at 577°C. Alloy films containing about
1 at% Si have been used to contact silicon in integrated circuits. The insert
in Fig. 1-14 indicates that the solid-state reactions for this alloy involve
either the formation of an Al-rich solid solution above 520°C, or the
rejection of Si below this temperature in order to satisfy solubility require-
ments. Although this particular alloy cannot undergo a eutectic transform-
ation, all alloys containing more than 1.59 at% Si can. When crossing the
critical isotherm from high temperature, the eutectic reaction

L(11.3 at% Si) S AI(1.59 at% Si) + Si (1-21)

occurs. Three phases coexist at the eutectic temperature and therefore F = 0.
Any change in temperature or phase composition will drive this very
precarious three-phase equilibrium into single- (i.e., L) or two-phase fields
(ie, L + AL L + Si, Al + Si).

The important GaAs system shown in Fig. 1-15 contains two indepen-
dent side-by-side eutectic reactions at 29.5 and 810°C. For the purpose of
analyses one can consider there to be two separate eutectic subsystems,
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Figure 1-14 Al-Si equilibrium phase diagram. Reprinted with permission. From M. Hansen,
Constitution of Binary Alloys, McGraw-Hill, New York, 1958.

Ga—GaAs and GaAs—As. In this way complex diagrams can be decomposed
into simpler units. The critical eutectic compositions occur so close to either
pure component that they cannot be resolved on the scale of this figure. At
the diagram’s center, the prominent vertical line represents the stoichiometric
GaAs compound, which melts at 1238°C. Phase diagrams for several other
important III-V semiconductors, e.g., InP, GaP, and InAs, have very similar
appearances. These compound semiconductors are common in other ways.
For example, one of the components, e.g., Ga, In, has a low melting point
coupled with a rather low vapor pressure, while the other component, e.g., As,
P, has a higher melting point and a high vapor pressure. These properties
complicate both bulk and thin-film single-crystal growth processes.
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Figure 1-15 Ga-As equilibrium phase diagram. Reprinted with permission. From M. Hansen,
Constitution of Binary Alloys, McGraw-Hill, New York, 1958.

We end this section on phase diagrams by reflecting on some distinctions
in their applicability to bulk and thin-film materials. High-temperature
phase diagrams were first determined in a systematic way for binary metal
alloys. The traditional processing route for the bulk metals generally
involves melting at a high temperature followed by solidification and
subsequent cooling to the ambient. It is a reasonable assumption that
thermodynamic equilibrium is attained in these systems especially at elev-
ated temperatures. Atoms in metals have sufficient mobility to enable stable
phases to nucleate and grow within reasonably short measurement times.
This is not generally the case in metal oxide systems, however, because
sluggish atomic motion in viscous melts often results in the formation of
metastable glasses.

In contrast, thin films do not generally pass from a liquid phase through
a vertical succession of phase fields. For the most part, thin film science and
technology is characterized by low-temperature processing where equilib-
rium is difficult to achieve. Depending on what is being deposited and the
conditions of deposition, thin films can be readily produced with varying
degrees of thermodynamic stability. For example, single-crystal silicon is the
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most stable form of this element below the melting point. Nevertheless,
chemical vapor deposition of Si from chlorinated silanes at 1200°C will yield
single-crystal films, whereas amorphous films can be produced below 600°C.
In between, polycrystalline Si films of varying grain size can be deposited.
Since films are laid down an atomic layer at a time, the thermal energy of
individual atoms impinging on a massive cool substrate heat sink can be
transferred to the latter at an extremely rapid rate. Deprived of energy, the
atoms are relatively immobile. It is not surprising, therefore, that metastable
and even amorphous semiconductor and alloy films can be evaporated or
sputtered onto cool substrates. When such films are heated, they crystallize
and revert to the more stable phases indicated by the phase diagram.

Interesting issues related to binary phase diagrams arise with multicom-
ponent thin films that are deposited in layered structures through sequential
deposition from multiple sources. For example, the so-called strained-layer
superlattices of Ge—Si have been grown by molecular beam epitaxy (MBE)
as well as CVD techniques (Section 8.6.3.2). Films of Si and Si+ Ge
solid-solution alloy, each typically tens of nanometers thick, have been
sequentially deposited such that the resultant composite film is a single
crystal with strained lattice bonds. The resolution of distinct layers as
revealed by the transmission electron micrograph of Fig. 8-29 is suggestive
of a two-phase mixture with discernable phase boundaries. On the other
hand, a single crystal implies a single phase even if it possesses a modulated
chemical composition. Either way, the superlattice is not in thermodynamic
equilibrium because the Ge—Si phase diagram unambiguously predicts a
stable solid solution at low temperature. Equilibrium can be accelerated by
heating resulting in film homogenization by interatomic diffusion. In layered
thin-film structures, phases such as solid solutions and compounds are
frequently accessed horizontally across the phase diagram during an isother-
mal anneal. This should be contrasted with bulk materials where equilib-
rium phase changes commonly proceed vertically downward from elevated
temperatures.

1.6 KINETICS
1.6.1 MACROSCOPIC TRANSPORT

Whenever a material system is not in thermodynamic equilibrium,
driving forces arise naturally to push it toward equilibrium. Such a situa-
tion can occur, for example, when the free energy of a microscopic system
varies from point to point because of compositional inhomogeneities. The
resulting atomic concentration gradients trigger time-dependent, mass-
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transport effects that reduce free-energy variations in the system. Manifes-
tations of such processes include phase transformations, recrystallization,
compound growth and degradation phenomena in both bulk as well as
thin-film systems. In solids, mass transport is accomplished by diffusion,
which may be defined as the migration of an atomic or molecular species
within a given matrix under the influence of a concentration gradient. Fick
established the phenomenological connection between concentration gradi-
ents and the resultant diffusional transport through the equation
J = —Dd—c. (1-22)
dx
Because the vectors representing the concentration gradient (dC/dx) and
mass flux J are oppositely directed, there is a minus sign in Eq. 1-22. Thus
an increasing concentration in the positive x direction induces mass flow in
the negative x direction, and vice versa. The units of C are typically
atoms/cm?, while the magnitude of the diffusion coefficient, D (cm?/s), which
depends on both the diffusing species and matrix, determines the amount of
observable mass transport. As we shall later note, D increases in exponential
fashion with temperature according to a Maxwell-Boltzmann relation, i.e.,
D =D,exp — kEB];" (1-23)
where D, is a constant, E, is the activation energy for diffusion, and kT
has the usual meaning.

Even at moderate temperatures solid-state diffusion is generally a slow
process with compositional change occurring over a long time; the steady-
state condition of time-independent concentrations rarely occurs in bulk
solids. Instead, mass flow into and out of regions cause time-varying
accumulations or depletions of atomic species governed, in one dimension,
by the well-known equation

oC(x, 1) D62C(x, 1)
a x>

(1-24)

The non-steady-state heat-conduction equation is identical if temperature
is substituted for C and the thermal diffusivity for D. Many solutions for
both diffusion and heat-conduction problems exist for media of varying
geometries, constrained by assorted initial and boundary conditions (Refs.
F3,F4). Since complex applications involving Eq. 1-24 will be discussed
subsequently, we introduce simpler solutions here.

Consider an initially pure thick film into which some solute diffuses from
the surface. If the film thickness is very large or effectively infinite compared
to the extent of diffusion, the situation can be physically modeled by the
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following initial and boundary conditions:
C(x,00=0 att=0 for oo >x>0 (1-25a)
C(oo,t) =0 atx= o0 for t > 0. (1-25b)

A second boundary condition that must be specified concerns the nature of
the diffusant distribution maintained at the film surface x = 0. Two simple
cases can be distinguished. In the first, a thick layer of diffusant provides an
essentially limitless supply of atoms maintaining a constant surface concen-
tration C, for all time. In the second case, a very thin layer of diffusant
provides an instantaneous source S, of surface atoms per unit area. Here the
surface concentration diminishes with time as atoms diffuse into the under-
lying substrate. These two cases are respectively described by

C,1) = C, (1-26a)

and
J C(x, t) dx = S,. (1-26b)

0
Expressions for C(x, t) satisfying the above set of conditions are respectively
Clx, 1) = Cyerfc —— = C <1 erf —~ > (1-27a)
’ U Jape ° Jant)’
and
S x2

Clx, t) = —= —(—= 1-27b
(5.0 = e <4Dt> (1-27b)

These represent the simplest mathematical solutions to the diffusion equa-
tion and have been employed to determine doping profiles and junction
depths in semiconductors. The error function, erf x/, /4Dt, defined by

X \/\/TDr
erf = ‘f e ?dz, (1-28)
/4Dt 0

is a tabulated function of only the upper limit or argument x/(4Dt)!/2.
Normalized concentration profiles for the erfc and Gaussian (Eq. 1-27)
solutions are graphically displayed in Fig. 1-16. Often it is of interest to
calculate how the dimensions (x) of an atomic distribution spreads with
time; a measure of this is given by the random walk expression,

x = 2(D1)"/2. (1-29)

When (Dt)}? becomes large compared to the film dimensions, the assump-
tion of an infinite matrix is not valid and the solutions do not hold. Film
properties may also change appreciably because of interdiffusion. To limit
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Figure 1-16 Normalized Gaussian and erfc curves of C/C,, vs x/(4Dt)'/2. Both logarithmic and
linear scales are shown. Reprinted with permission from W. E. Beadle, J. C. C. Tsai, and R. D.
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the latter and ensure the integrity of films, D should be kept small, which in
effect means the maintenance of low temperatures. This subject will be
discussed further in Chapter 11.

1.6.2 ATOM MOVEMENTS

1.6.2.1 Diffusional Transport

Macroscopic changes in composition during diffusion are the result of the
random motion of countless individual atoms unaware of the concentration
gradient they have established. On a microscopic level, it is sufficient to
explain how atoms execute individual jumps from one lattice site to another
because macroscopic changes are manifested by countless repetitions of such
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Figure 1-17 (a) Atomic diffusion fluxes between neighboring crystal planes. (b) Atomistic view
of atom jumping into a neighboring vacancy.

unit jumps. Consider Fig. 1-17a showing neighboring lattice planes spaced
a distance a, apart within a region where an atomic concentration gradient
exists. If there are n, atoms per unit area of plane 1, then in plane 2,
n, = n; + (dn/dx)a,, where we have taken the liberty of assigning a continu-
um behavior at discrete planes. Each atom vibrates about its equilibrium
position with a characteristic lattice frequency, v, typically equal to 1013s~ 1,
Very few vibrational cycles have sufficient amplitude to cause the atom to
actually jump into an adjoining occupied lattice site resulting in a direct
atomic interchange. This process would be greatly encouraged, however, if
neighboring sites were vacant. The fraction of vacant lattice sites was
previously given by exp~ /T (Eq. 1-3). In addition, the diffusing atom must
acquire sufficient energy to push the surrounding atoms apart so that it can
squeeze past and land in the so-called activated state shown in Fig. 1-17b.
This step is the precursor to the downhill jump of the atom into the vacancy.
The number of times per second that an atom successfully reaches the
activated state is vexp /%' where E_ is the vacancy jump or migration
energy per atom. Here the Boltzmann factor may be interpreted as the
fraction of all sites in the crystal that have an activated state configuration.
Atom fluxes that pass from plane 1 to 2 and from plane 2 to 1 are
respectively given by

1 E E
Jios =gvexp ka—';;eXp—kB—;"(Cao) (1-30a)

E dc
Jooi=—vexp —”'~exp—ka<C + dj()) ag, (1-30b)
B
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where we have substituted Ca, for n and used the factor of 1/6 to account
for bidirectional jumping in each of the three coordinate directions. The net
flux Jy is the difference or

1 E E
Jy= — 6agv exp — kB—"%exp — kB—fT <Z§>. (1-31)
By association with Fick’s law and the expression for D (Eq. 1-23) we see
that D, = $agv and E,, = [E; + E_].

Although the above model is intended for atomistic diffusion in the bulk
lattice, a similar expression for D would hold for transport through grain
boundaries or along surfaces and interfaces of films. At such nonlattice sites,
energies for defect formation and motion are expected to be lower, leading
to high diffusivities. Dominating microscopic mass transport is the Boltz-
mann factor exp — Ep/kyT, which is ubiquitous when describing the tem-
perature dependence of many rate processes in thin films. In such cases the
kinetics can be described graphically by an Arrhenius plot in which the
logarithm of the rate is plotted on the ordinate, and the reciprocal of the
absolute temperature on the abscissa. The slope of the resulting line is then
equal to —Ep/kg, from which the characteristic activation energy can be
extracted.

1.6.2.2 Atom Transport in a Force Field

The discussion to this point is applicable to the motion of both impurity
as well as matrix atoms. In the latter case we speak of self-diffusion. For
matrix atoms there are driving forces other than concentration gradients that
often cause them to migrate. Examples are forces due to stress fields, electric
fields, and interfacial energy gradients. To visualize their effect, consider
neighboring atomic positions in a crystalline solid where no fields are
applied. The free energy of the system has the periodicity of the lattice and
varies schematically as shown in Fig. 1-18a. Imposition of an external field
now biases or tilts the system such that the free energy is lower in site 2
relative to 1 by an amount 2AG. A free-energy gradient or force exists in the
system that lowers the energy barrier to motion from 1 — 2 and raises it from
2 — 1 (Fig. 1-18b). The rate at which atoms move from 1 to 2 is given by

Gp — AG
i, :veXp|:_DRNI‘:|S_1. (1'323)
Similarly,
Gp + AG
ryy = vexp|:—DR—i_T}s_1 (1-32b)
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Figure 1-18 (a) Free-energy variation with atomic distance in the absence of an applied field.
(b) Free-energy variation with atomic distance in the presence of an applied field.

and the net rate ry is given by the difference or

Gp AG AG Gp
rN—vexp—RT{ p— exp — RT} 2vexp——smh— (1-33)

When AG = 0, the system is in thermodynamic equilibrium and ry = 0;
no net atomic motion occurs. While Gy, is typically a few electron volts or
so per atom (1 eV = 23,060 cal/mol), AG is much smaller in magnitude since
it is virtually impossible to impose external forces on solids comparable to
interatomic forces. In fact, AG/RT is usually much less than unity so that
sinh AG/RT ~ AG/RT. This leads to commonly observed linear diffusion
effects. But when AG/RT ~ 1, nonlinear diffusion effects are possible and are
discussed in Section 11.6.2. By multiplying both sides of Eq. 1-33 by a,, we
obtain the atomic velocity v:

2AG

U =ayy = .
0 aoRT

(1-34)

The term in brackets is essentially the diffusivity D, where Gy, is a diffusional
activation free energy that for all practical purposes we may equate with E,.
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The term 2AG/a, is a measure of the molar free-energy gradient or applied
force F. Therefore, the celebrated Nernst—Einstein equation results:

v = DF/RT. (1-35)

Application of this equation will be made subsequently to various thin
film mass transport phenomena, e.g., electric-field-induced atomic migration
(electromigration), stress relaxation, and grain growth. The drift of charge
carriers in semiconductors under an applied field can also be modeled by
Eq. 1-35. Because of the small dimensions involved, larger generalized forces
can often operate in thin films relative to bulk materials.

Chemical reaction-rate theory provides a common application of the
above ideas. In Fig. 1-19 the reactants at the left are envisioned to proceed
toward the right following the reaction coordinate path. Along the way
intermediate activated states are produced upon surmounting the free-
energy barrier. Through decomposition of the activated species, products
form. If Cy is the concentration of reactants at coordinate position 1 and Cp
the concentration of products at 2, then the net rate of reaction is pro-
portional to

G* _(G* + AG)

ry = Crexp — RT Cpexp RT (1-36)
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Figure 1-19 Free-energy path for thermodynamically favored reaction 1 — 2.
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where G* is the molar free energy of activation. As before, the Boltzmann
factors represent the probabilities of surmounting the respective energy
barriers faced by reactants proceeding in the forward direction or products
in the reverse direction. When chemical equilibrium prevails, the competing
rates are equal and ry = 0. Therefore,

Cp AG  exp — Gp/RT

oY _SXD T Mp/t 1-37
Co PRT ™ exp — Go/RT (1-37)

For the reaction to proceed to the right Cp/Cy > 0, and AG = Gz — Gp must
be positive. By comparison with Eq. 1-12, it is apparent that the left-hand
side is the equilibrium constant and AG may be associated with —AG°. This
expression is perfectly general, however, and applies, for example, to electron
energy level populations in semiconductors and lasers, as well as magnetic
moment distributions in solids. In fact, wherever thermal energy is a source
of activation energy, Eq. 1-37 is valid.

1.7 NUCLEATION

When the critical boundaries separating stable phase fields on equilib-
rium phase diagrams are crossed, new phases appear. Most frequently a
decrease in temperature is involved and this may, for example, trigger
vapor-phase condensation, solidification, or solid-state phase transforma-
tions from now unstable gases, melts, or solid matrices. When such a
transformation occurs, a new phase of generally different structure and
composition emerges from the prior parent phase or phases. The process
known as nucleation occurs during the very early stages of phase change. It
is important in thin films because the grain structure that ultimately
develops in a given deposition process is often influenced by what happens
during the film nucleation step.

Simple models of nucleation are first of all concerned with thermo-
dynamic questions related to the energetics of forming a single stable
nucleus. Once nucleation is possible it is usual to try to specify the
nucleation rate (N) or number of stable nuclei that form per unit volume
per unit time. As an example consider the homogeneous nucleation of a
spherical solid phase of radius r from a prior supersaturated vapor. Pure
homogeneous nucleation is rare but easy to model since it occurs without
benefit of the complex heterogeneous sites that exist on an accommodating
substrate surface. In such a process the gas-to-solid transformation results
in a reduction of the chemical free energy of the system given by 4nr3/3AG,,
where AGy corresponds to the change in chemical free energy per unit
volume. For the condensation reaction, vapor (v) —solid (s), Eq. 1-13
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suggests that

kyT
Q

Py kyT Py
AGy = In-S=_—-2"1nY (1-38)
Py Q Py
where Py is the vapor pressure above the solid, Py is the pressure of the
supersaturated vapor, and Q is the atomic volume. A more instructive way

to write Eq. 1-38 is
AGy = —kyT/QIn(1 + S), (1-39)

where S is the vapor supersaturation defined by (Py — Pg)/Pg. Without
supersaturation, S = 0 and AGy, = 0, so that nucleation is impossible. In our
example, however, Py > Pg and AGy is negative, which is consistent with
the notion of energy reduction. Simultaneously, new surfaces and interfaces
form. This results in an increase in the surface free-energy of the system
given by 4nr?y, where y is the solid—vapor interfacial energy per unit area.
The total free-energy change in forming the nucleus is thus given by

AG = $nr3AGy + 4nr?y. (1-40)

Minimization of AG with respect to r, or d(AG)/dr = 0, yields the equilib-
rium size of r equal to r* = —2y/AG,,. Substitution in Eq. 1-40 gives AG* =
16my°/3(AGy)?. The quantities r* and AG* are shown in Fig. 1-20, where it
is evident that AG* represents an energy barrier to the nucleation process.
If a solid-like spherical cluster of atoms momentarily forms by some thermo-
dynamic fluctuation, but with radius less than r*, the cluster is unstable and
will shrink by losing atoms. Clusters larger than r* have surmounted the
nucleation energy barrier and are stable. They tend to grow larger while
lowering the overall system energy.

The nucleation rate is essentially proportional to the product of three
terms, namely,

N = N*A*w»  (nuclei/cm?-s). (1-41)

N* is the equilibrium concentration (per cm?®) of stable nuclei and w is the
rate at which atoms impinge (per cm?-s) onto the nuclei of critical area, A*
(cm?). Based on the previous experience of associating the probable concen-
tration of an entity with its characteristic energy through a Boltzmann
factor, it is appropriate to take N* = n exp — AG*/kgT, where n, is the
density of all possible nucleation sites. The atom impingement flux is equal
to the product of the concentration of vapor atoms and the velocity with
which they strike the nucleus. In the next chapter we will show that this flux
(w) is effectively given by a(Py — Pg)N . /2nMRT)''* where M is the atomic
weight, N, is Avogadro’s number, and « is the sticking coefficient. Since gas
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Figure 1-20 Free-energy change (AG) as a function of unstable cluster (#* > r) or stable
nucleus (r > r*) size (r). r* is critical nucleus size and AG* is critical free energy barrier for
nucleation.

atoms impinge over the entire spherical surface, the nucleus area is simply
47r2. Upon combining terms, we obtain

AG*:| A2 Py — Pg)N .

kyT /2nMRT

The most influential term in this expression is the exponential factor. It
contains AG*, which in turn, is ultimately a function of S. When the vapor
supersaturation is sufficiently large, homogeneous nucleation in the gas is
possible. This phenomenon is a troublesome one in chemical vapor deposi-
tion processes since any solid particles that nucleate may settle on and be
incorporated within growing films, thus destroying their integrity.

Heterogeneous nucleation of films is a more complicated subject in view
of the added interactions between deposit and substrate. The nucleation
surface sites in this case are kinks, ledges, dislocations, etc., which serve to
stabilize nuclei of differing size. Capillarity theory will be employed again in
Chapter 7 to model heterogencous nucleation processes. Suffice it to say that
when N is high during deposition, many crystallites will nucleate and a

N =n, |:exp — (1-42)
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fine-grained film results. On the other hand, if nucleation is suppressed,
conditions favorable to the growth of a few nuclei or even a single-crystal
film are fostered.

1.8 AN INTRODUCTION TO
MECHANICAL BEHAVIOR

1.8.1 STRESSES, STRAINS, AND ELASTICITY

Beyond the topics of structure, bonding, thermodynamics, atomic trans-
port, and phase transformations, it is customary to consider materials
properties in an elementary review of materials science. Of the many proper-
ties we shall only touch on mechanical behavior here because it is pre-
requisite to a deeper understanding of film structure, stress, and adhesion,
all important topics subsequently treated in this volume. Mechanical prop-
erties also influence the other physical properties as well. An appropriate
way to begin is to consider what is meant by stress. When forces are applied
to the surface of a body, they act directly on the surface atoms. The forces
are also indirectly transmitted to the internal atoms via the network of
bonds which are distorted by the stress field that develops internally.
Consider the plate in Fig. 1-21a stretched by equal and opposite axial tensile
forces, F. Since the plate is in static equilibrium, if it is cut as shown in Fig.
1-21b, internal forces must act on the exposed surface to keep the isolated
section from moving. Regardless of where and at what orientation the cut
is made, balancing forces are required to sustain equilibrium. These internal
forces distributed throughout the plate constitute a state of stress.

In the example shown, the normal force F divided by the area A defines
the tensile stress o,. Similarly, normal stresses in the remaining two
coordinate directions, ¢, and ¢, can be imagined under more complex
loading conditions. If the force is directed into the surface, a compressive
stress arises. Convention assigns it a negative sign in contrast to the positive
sign for a tensile stress. In addition, mechanical equilibrium on internal
surfaces cut at an arbitrary angle will generally necessitate forces resolved
in the plane itself; these give rise to shear stresses. It should be noted that
the tensile force of Fig. 1-21a produces maximum shear stresses on planes
inclined at 45° with respect to the plate axis. If the tensile stress o, = F/A4,
then the force resolved on these shear planes is F cos45° = \/EF/Z. The
area of the shear planes is A/cos45° = 2A/ﬁ. Therefore, the shear stress
7= F/2A and is half of the tensile stress. Shear stresses are extremely
important because they are responsible for the plastic deformation of
crystalline materials. Two subscripts are generally required to specify a shear
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Figure 1-21 (a) Tensile force applied to plate. (b) Arbitrary free-body section revealing spatial
distribution of stress through plate. Both tensile and shear stresses exist on exposed plane. (c)
Distortion of plate due to applied shear stress.

stress, the first to denote the plane in which shear occurs, and the second to
identify the direction of the force in this plane. If, for example, a shear force
is applied to the top surface of the plate, it distorts into a prism. In order to
balance all forces and moments, a tetrad of shear stresses must act on the
horizontal as well as vertical faces. It is left as an exercise to show that
T,y = T, in equilibrium, and similarly for 7, and 7, stresses.

The application of tensile forces extends the plate of Fig. 1-21 by an
amount Al This results in a normal strain ¢,, defined by ¢, = Al/l, where [,
is the original length. Similarly, in other directions the normal strains are ¢,
and ¢_. In the example given, the plate also contracts laterally in both the y
and z directions in concert with the longitudinal extension in the x direction.
Therefore, even though there is no stress in the y direction, there is a strain
given by ¢, = —Ve,, and similarly for ¢_. The quantity v, a measure of this
lateral contraction, is Poisson’s ratio and for many materials it has a value
of about 0.3. Under the action of shear stresses, shear strains (y) are induced;
these are essentially defined by the tangent of the shear distortion angle ¢
in Fig. 1-21c.
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The elastic regime, rooted in the theory of elasticity, forms the basis of
structural mechanics and much engineering design. In this regime strains are
small and Hooke’s law dominates the response of the system, i.c.,

g, = Ye, (1-43)

where Y is Young’s modulus. The strain is thus linearly proportional to the
applied stresses and upon unloading, the material snaps back and regains
its original shape. Under the action of shear stresses, Hooke’s law applies in
the form

Ty = Wy (1-44)

where p is the shear modulus, and similarly for 7., and 7,,. A quantity of
interest, the strain energy per unit volume (Eg), has a magnitude Eg = 1/20¢,
or equivalently
1., o

Es = 3 Ye* = 37 (1-45)
This energy density, physically identical to the area under the elastic
portion of the material’s tensile stress—strain curve, is stored in elastically
deformed bodies. When a three-dimensional state of stress exists, &, =
1/Y[o, — v(o, + 0.)], which simplifies to Eq. 1-43 in the absence of ¢, and
o,. In thin films under plane stress conditions, o, = 0. All of the preceding
equations strictly apply to isotropic materials where of the three elastic
constants Y, u, and v, only two are independent, since they are connected by
the relation u = Y/2(1 + v). In anisotropic media such as the single-crystal
quartz plate used to monitor film thickness during deposition (Section
10.2.5.2) the elastic constants reflect the noncubic symmetry of the crystal
structure. Although there are more elastic constants to contend with,
Hooke’s law is still valid.

Elastic stress analysis is generally concerned with specifying the stress and
strain distribution throughout the volume of shaped bodies subjected to
arbitrary loading conditions; finite element analysis software is now avail-
able to solve such problems. Later in Chapter 12 we shall employ concepts
of elasticity to derive basic formulas used to determine internal stress in
films.

1.8.2 PLASTIC BEHAVIOR

At stress levels above the limit of the elastic response, i.e., yield stress (g,),
irreversible plastic deformation occurs. Such plastic effects are capitalized
upon in metal-forming operations, e.g., rolling, extrusion, drawing, and are
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operative in failure phenomena, e.g., creep, fatigue, fracture. Unlike elastic-
ity, plasticity is difficult to model mathematically because the material
response is nonlinear and strongly dependent on past thermomechanical
processing and treatment history. On a microscopic level, plastic straining
of crystalline solids often means the complex motion of large numbers of
dislocations and their interaction with other defects, e.g., grain boundaries;
in contrast, elastic deformation simply involves interatomic bond stretching.
Lastly, plastic deformation effects are often time-dependent, whereas elastic
deformation is a time-independent process.

The plastic behavior of bulk solids is often defined by such mechanical
properties as yield stress, ultimate tensile strength, percent elongation to
failure, and hardness. Only the latter property is commonly cited for thin
films and coatings, and therefore it is worthwhile discussing what hardness
measures and how it is determined. The hardness H of a material is usually
defined as its resistance to local plastic deformation. Since the hardness test
consists of pressing a hard indenter into the surface, it is equivalent to
performing a highly localized, nonuniform compression test. A correlation
between hardness and yield strengh, is therefore expected. Typically H = 34,
in bulk metals, but the correlation has not been directly verified in films or
hard coatings.

Hardness testing is a relatively simple (though deceptively so) measure-
ment to perform. For coatings, the frequently employed Vickers and Knoop
hardness tests are based on techniques having long standing in the metal-
lurgical community. The Vickers microhardness test, also known as the
diamond pyramid hardness (DPH) test, employs an indenter consisting of a
square-based diamond pyramid ground to have a face angle of 136°. Vickers
hardness H, is obtained as the ratio of the applied load, F, to the surface
area of the resulting indentation, i.e.,

_2c0s22°F 1.854F kg

Y 12 2 mm

3 (1-46)
where [, is the indentation diagonal. The related Knoop microhardness test
employs a rhombic-based diamond pyramid indenter where the length ratio
of the major to minor indentation diagonals is 7.11; furthermore, the minor
diagonal is four times the penetration depth. Knoop hardness is given by

_1422F kg
TR mm?

(1-47)

where [, is the length of the major indentation diagonal. Care must be taken
in distinguishing H, and H, values. Even though the former are some
10-15% lower than the latter, they are sometimes used interchangeably.
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Extreme care must be exercised during testing not to indent films or
coatings too deeply, because the hardness of the underlying substrate will be
measured instead. As we shall see in Chapter 12, nanohardness testing
methods have been developed to eliminate such problems.

1.8.3 STRESS IN THIN FILMS

What has been sketched above concerning elasticity and plasticity applies
both to bulk as well as thin film materials. This is most evident in the hard
films and coatings (e.g., TiN, TiC, diamond, Al,O;) bonded to substrates
such as steel that must resist wear in assorted mechanically functional
applications. However, in these as well as electrically and optically func-
tional applications, there are a number of features that distinguish the
mechanical behavior of films from that of bulk solids.

1. First and foremost is the paradoxical fact that virtually all films are
found to be stressed internally even without the application of external
forces!

2. Secondly, the mechanical behavior of films cannot be considered apart
from the substrate to which they are attached. Thus, sources of internal film
stress include both the mismatch in thermal expansion coefficient and
mismatch in lattice parameter between film and substrate.

3. A final distinguishing feature is the often minuscule dimensions of the
involved stressed components. This is not only the case on the integrated
circuit (IC) device level; on a larger, but nevertheless still small dimensional
scale are stresses in assorted films and materials, e.g., contact pads, bonding
wires, solder and polymer encapsulents, used in the electronic packaging of
IC chips.

The unavoidable consequence of depositing a film at one temperature
and using it an another is a major contributor to internal stress in films. To
see how thermal stresses arise, consider a film of length [/, and modulus Y,
clamped at both ends. If its temperature is reduced from T; to T, it would
tend to shrink in length by an amount equal to o(T — T;)!,, where « is the
coefficient of thermal expansion [« = Al/[,AT (K~!)]. But the film is
constrained and is, therefore, effectively elongated in tension. The tensile
strain magnitude is simply ¢ = a(T — Ty)l,/lo = T — T,) and the corre-
sponding thermal stress, by Hooke’s law, is

o= YT — T,). (1-48)

When a film (f) attached to a substrate (s) strains differentially relative to it,
similar thermal stresses arise due both to differences in thermal expansion
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coefficients (o — o) and temperature. The analysis of this and other film
stress problems will be presented in Chapter 12.

1.9 CONCLUSION

At this point we conclude this introductory sweep through several
relevant topics in materials science. If the treatment of structure, bonding,
thermodynamics and kinetics, and mechanical properties has introduced the
reader to or elevated his prior awareness of these topics, it has served the
intended purpose. Threads of this chapter will be woven into the subsequent
fabric of the discussion on the preparation, characterization, and properties
of thin films.

EXERCISES

1. An FCC film is deposited on the (100) plane of a single-crystal FCC
substrate. It is determined that the angle between the [100] directions
in the film and substrate is 63.4°. What are the Miller indices of the
plane lying in the film surface?

2. Both Au, which is FCC, and W, which is body-centered cubic (BCC),
have a density of 19.3 g/cm?. Their respective atomic weights are 197.0
and 183.9.

(a) What is the lattice parameter of each metal?
(b) Assuming both contain hard sphere atoms, what is the ratio of their
diameters?

3. Diffraction of 1.5406 A X-rays from a crystallographically oriented
(epitaxial) relaxed bilayer consisting of AlAs and GaAs yields two
closely spaced overlapping peaks. The peaks are due to the (111)
reflections from both films. The lattice parameters are ay(AlAs) =
56611 A and a,(GaAs) = 5.6537A. What is the peak separation in
degrees?

4. The potential energy of interaction between atoms in an ionic solid as
a function of separation distance is given by V(r) = —A/r + Br™",
where A, B, and n are constants.

(a) Derive a relation between the equilibrium lattice distance a, and A4,
B, and n.

(b) The force constant between atoms is given by K, = (d*V /dr?),_,. If
Young’s modulus (in units of force/area) is essentially given by
K_/a,, show that it varies as ag * in ionic solids.
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5.

10.

What is the connection between the representations of electron energy
in Figs. 1-8a and 1-9? Illustrate for the case of an insulator. If the
material in Fig. 1-8a were compressed, how would E, change? Would
the electrical conductivity change? How?

(a) Consider the band diagram representation of the p—n junction in
Fig. 1-10a. What is the magnitude of the energy step in the
conduction-band edge across the junction?

(b) What is the physical significance of the graded energy at the
junction between semiconductors?

(c) If two metals are placed in contact, would there be a similar step in
the conduction-band energy edge? Why?

(d) In Fig. 1-10b, which has a larger work function, the metal or the
semiconductor?

. Metals Al and Pb are candidate materials for thin-film electrical

contacts to a high-temperature superconductor device. The latter is
composed of a mixture of oxides, ie., Y,O5, BaO, and Cu,O, whose
enthalpies of oxide formation are AH®(Y,0,) = —455kcal/mol,
AH°(BaO) = —132kcal/mol, and AH°(Cu,0)= —40.8 kcal/mol.
Which metal would probably be a better contact material? Why?

. A 80 at% Ga-20 at% As melt is cooled from 1200°C to 0°C in a

crucible.

(a) Perform a complete phase analysis of the crucible contents at
1200°C, 1000°C, 600°C, 200°C, 30°C, and 29°C. What phases are
present? What are their chemical compositions, and what are the
relative amounts of these phases? Assume equilibrium cooling.

(b) A thermocouple immersed in the melt records the temperature as
the crucible cools. Sketch the expected temperature—time cooling
response.

(c) Do a complete phase analysis for a 80 at% As—20 at% Ga melt at
1000°C, 800°C, and 600°C.

A solar cell is fabricated by diffusing phosphorus (n dopant) from a
constant surface source of 10?° atoms/cm?® into a p-type Si wafer
containing 10! boron atoms/cm?®. The diffusivity of phosphorus is
10712 cm?/s, and the diffusion time is 1 hour. How far from the surface
is the junction depth, ie., where C, = C.?

Indiffusion of dopant atoms from a continuous source (C,) into a
semiconductor wafer was carried out for time ¢, and diffusivity D,. This
was followed by a second drive-in diffusion for time ¢, with diffusivity
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11.

12.

13.

14.

15.

16.
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D,. Show that the resulting dopant concentration profile is given by

_2C, |Dyt, x?

C(x, t -
(9 T thzeXp 4D,t,

if the drive-in diffusion is essentially that from an instantaneous surface
source.

Measurements on the electrical resistivity of Au films reveal a three-
order-of-magnitude reduction in the equilibrium vacancy concentration
as the temperature drops from 600 to 300°C.

(a) What is the vacancy formation energy?

(b) What fraction of sites will be vacant at 1080°C?

The current density (j in A/m?) through an ionic solid is given by the
product of the carrier density (n in number/m?), velocity (v in m/s),
and charge (¢ in C). If the carriers are charged vacancies that diffusively
hop among lattice sites, write an expression for j as a function of an
applied electric field (& in V/m). Specifically, what is the temperature
dependence of j?

During the formation of SiO, for optical fiber fabrication, soot particles
500 A in size nucleate homogeneously in the vapor phase at 1200°C. If
the surface energy of SiO, is 1 J/m?, estimate the value of the super-
saturation present.

Consider a bimetallic strip consisting of two thin clad sheets of metals
A and B with respective thermal expansion coefficients o, and oy, where
o, > ag. The strip is clamped at one end and free to move at the other,
i.e., a cantilever.

(a) If the strip is uniformly heated, show how it will deform.

(b) Explain the geometry of the deformation assuming it is elastic and
realizing that mechanical equilibrium must always prevail in the
strip.

(¢) Under what conditions will the deformation be elastic? Plastic?

A Vickers hardness test on a coating layer yielded square indentations
measuring 1 yum x 1 uym.

(a) How deeply did the indenter penetrate the coating?

(b) What load was applied if the Vickers hardness was 2500 kg/mm??

A thin substrate (s) of thickness d, was coated on both front and back
surfaces with a film (f) of thickness d;. Young’s moduli for the substrate
and film are Y, and Y, respectively. A rectangular section of the
film/substrate/film composite was tested in tension with load applied
parallel to the film plane. Derive an expression for the fraction of the
applied load that is supported by the substrate.
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Chapter 2

Vacuum Science
and Technology

2.1 INTRODUCTION

Virtually every thin-film deposition and processing method or technique
employed to characterize and measure the properties of films requires either
a vacuum or some sort of reduced-pressure ambient. For example, there are
plasma discharges, sustained at reduced gas pressures, in which many
important thin-film deposition and etching processes occur. Evacuated
spaces are usually populated by uncharged gas atoms and molecules, but in
addition to these, electrons and ionized gas species are present in the more
complex plasmas. To better understand these reduced pressure environ-
ments a brief introduction to aspects of vacuum science and technology is
the starting point of this book. It is also appropriate in a broader sense
because this subject matter is among the most undeservedly neglected in the
training of scientists and engineers. This is surprising in view of its broad
interdisciplinary implications and the ubiquitous use of vacuum in all areas
of scientific research and technological endeavor.

The topics treated in this chapter will, therefore, begin with a discussion
of the behavior of gases in a closed system. In such systems gas atoms or
molecules undergo an animated motion but their concentration and the
pressure they exert is uniform throughout; there is no net flow of gas past
any arbitrary plane in the system. If the system is opened by attaching
pumps to it, net gas transport does occur even though individual gas
molecules continue to locally execute the same random motion. With time,
however, pressure gradients develop in the system as working chambers are
evacuated to low pressures. Limits encountered in achieving high vacuum
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levels in such systems will be discussed. Some of the hardware that makes
vacuum technology possible, namely the pumps and associated gauges
required, will close our treatment of this subject.

For further information on the subject the recent handbook by Hoffman
et al. (Ref. 1) and text by O’Hanlon (Ref. 2) are recommended references.

2.2 KINETIC THEORY OF GASES
2.2.1 MOLECULAR VELOCITIES

The well-known kinetic theory of gases provides us with an atomistic
picture of the state of affairs in a confined rarefied gas (Refs. 3,4). A
fundamental assumption is that the large number of atoms or molecules
making up the gas are in a continuous state of random motion that is
intimately dependent on their temperature. As they move, the gas particles
collide with each other as well as with the walls of the confining vessel. Just
how many molecule—molecule or molecule—wall impacts occur depends on
the concentration or pressure of the gas. In the perfect or ideal gas
approximation there are no attractive or repulsive forces between molecules.
Rather, they may be considered to behave like independent elastic spheres
separated from each other by distances that are large compared to their size.
The net result of the continual elastic collisions and exchange of kinetic
energy is that a steady-state distribution of molecular velocities emerges
given by the celebrated Maxwell-Boltzmann formula

Ldn 4 [ M2 Mv?
W =-"= (2 L 2-1
T = ﬁ(ZRT) O TORT @1

This centerpiece of the kinetic theory of gases states that the fractional
number of molecules f(v), where n is the number per unit volume in the
velocity range v to v + dv, is related to their molecular weight (M) and
absolute temperature (7). In this formula the units of the gas constant R are
on a per-mole basis. Among the important implications of Eq. 2-1, which is
shown plotted in Fig. 2-1, is that molecules can have neither zero nor infinite
velocity. Rather, the most probable molecular velocity of the distribution is
realized at the maximum value of f(v) and can be calculated from the
condition that df(v)/dv = 0. Since the net velocity is always the resultant of
three rectilinear components v,, v,, and v_, one (or even two) but, of course,
not all three of these may be zero simultaneously. Therefore, a similar
distribution function of molecular velocities in each of the component
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Figure 2-1 Velocity distributions for Al vapor and H, gas. (Reprinted with permission from
Ref. 3.)

directions can be defined; i.e.,

Ldn, [ M \'? M2
Jwd =, = <27rRT> P TORT @2

and similarly for the y and z components.

A number of important results emerge as a consequences of the foregoing
equations. For example, the most probable (v,), average (/) and mean
square (9%) velocities are given, respectively, by

o= [T (2-3a)
= fw vf(v)dv/fOO f)ydv = ISR—T (2-3b)
0 0 M
b2 = jw vzf(v)dv/joo f(w)dv = 3RT/M; @)1 = 3RT (2-3¢)
0 0 M

These velocities, which are noted in Fig. 2-1, simply depend on the
molecular weight of the gas and the temperature. In air at 300K, for
example, the average molecular velocity is 4.6 x 10* cm/s, which is almost
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1030 miles per hour. However, the kinetic energy of any collection of gas
molecules is solely dependent on temperature. For a mole it is given by
IMv? =3RT with 4R T partitioned in each of the three coordinate directions.

2.2.2 PRESSURE

Momentum transfer from the gas molecules to the container walls gives
rise to the forces that sustain the pressure in the system. Kinetic theory
shows that the gas pressure, P, is related to the mean-square velocity of the
molecules and thus, alternately to their kinetic energy or temperature. Thus,

P = nM#?/3N, = nRT/N (2-4)

where N, is Avogadro’s number. From the definition of n, n/N, is the
number of moles per unit volume and therefore, Eq. 2-4 is an expression of
the perfect gas law.

Pressure is the most widely quoted system variable in vacuum technology
and this fact has generated a large number of units that have been used to
define it under various circumstances. Basically, two broad types of pressure
units have arisen in practice. In what we shall call the scientific system or
coherent unit system (Ref. 4), pressure is defined as the rate of change of the
normal component of momentum of impinging molecules per unit area of
surface. Thus, the pressure is defined as a force per unit area, and examples
of these units are dynes/cm? (CGS) or newtons/meter? (N/m?) (MKS).
Vacuum levels are now commonly reported in SI units or pascals; 1 pascal
(Pa) = 1 N/m?. Historically, however, pressure was, and still is, measured by
the height of a column of liquid, e.g., Hg or H,O. This has led to a set of
what we shall call practical or noncoherent units, such as millimeters and
microns of Hg, torr, and atmospheres, which are still widely employed by
practitioners as well as by equipment manufacturers. Definitions of some
units together with important conversions include

1 atm = 1.013 x 10° dynes/cm? = 1.013 x 10° N/m? = 1.013 x 10° Pa
1 torr = 1 mm Hg = 1.333 x 10® dynes/cm? = 133.3 N/m? = 133.3 Pa
1 bar = 0.987 atm = 750 torr.

The mean distance traveled by molecules between successive collisions,
called the mean-free path, A,s,, is an important property of the gas that is
dependent on the pressure. To calculate A, we note that each molecule
presents a target area md? to others where d, is its collision diameter. A
binary collision occurs each time the center of one molecule approaches
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within a distance d, of the other. If we imagine the diameter of one molecule
increased to 2d, while the other molecules are reduced to points, then in
traveling a distance Ay, the former sweeps out a cylindrical volume dZ Aygp-
One collision will occur under the condition that nd? Ayg,n = 1. For air
at room temperature and atmospheric pressure, Ampe, ~ 500 A, assuming
d,~5SA.

A molecule collides in a time given by A,g,/v, and under the above
conditions, air molecules make about 10'° collisions per second. This is why
gases mix together rather slowly even though the individual molecules are
moving at great speeds. The gas particles do not travel in uninterrupted
linear trajectories. As a result of collisions, they are continually knocked to
and fro, executing a zigzag motion and accomplishing little net movement.
Since n is directly proportional to P, a simple relation for ambient air is

Jmiy =5 x 1073/P, (2-5)

with A, given in centimeters and P in torr. At pressures below 10~ torr,
/mip 18 s0 large that molecules effectively collide only with the walls of the
vacuum chamber.

2.2.3 GAS IMPINGEMENT ON SURFACES

A most important quantity that plays a role in both vacuum science and
vapor deposition is the gas impingement flux ®. It is a measure of the
frequency with which molecules impinge on or collide with a surface, and
should be distinguished from the previously discussed molecular collisions
in the gas phase. The number of molecules that strike an element of surface,
perpendicular to a coordinate direction, per unit time and area is given by

D= J v.dn,. (2-6)
Upon substitution of Eq. 2-2 we get

M (® My? RT
o = — X dv. = —_— 2-7
"\ 2zRT L P TR T 2 @7

The use of Eq. 2-3b yields ® = ino, while substitution of the perfect gas law
(Eq. 2-4) converts @ into the more recognizable form

D P

Ni = W mOleS/sz-S. (2-8)
A
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A useful variant of this formula is

® = 3513 x 1022W molecules/cm?-s (2-9)
when P is expressed in torr.

As an application of the preceding development, consider the problem of
gas escaping the vessel through a hole of area 4 into a region where the gas
concentration is zero. The rate at which molecules leave is given by ®A4 and
this corresponds to a volume flow per second (V) given by ®A/n cm3/s.
Upon substitution of Egs. 2-4 and 2-9, we have

V=3.64 x 103(T/M)">A cm?/s. (2-10)

For air at 298 K this corresponds to 11.74 liters/s, where 4 has units of cm?.
In essence we have just calculated what is known as the conductance of a
circular aperture, a quantity that will be utilized later because of its
significance in pumping gases.

As a second application, consider the question of how long it takes for a
surface to be coated by a monolayer of gas molecules. This is an issue of
great importance when attempting to deposit or grow films under extremely
clean conditions. The same concern arises during surface analysis of films,
which is performed at very low pressures in order to minimize surface
contamination arising from the vacuum chamber environment. Here one
must make certain that the analysis time is shorter than that required for
impurities to accumulate. This characteristic contamination time, t,, is
essentially the inverse of the impingement flux. Thus, for complete mono-
layer coverage of a surface containing some 10'° atoms/cm?, the use of Eq.
2-9 yields

10 (MT)'?  285x10°°

=3513x102 P p (MT)'Es, (2-11)

with P measured in torr. In air at atmospheric pressure and ambient
temperature a surface will acquire a monolayer of gas in 3.49 x 10775
assuming all impinging atoms stick. On the other hand, at 107 1° torr a
surface will stay clean for about 7.3 h. Surface exposure to gases is measured
in Langmuir (L) units of pressure—time, e.g., torr-s. The conversion is
1L =109 torr-s, which means gas exposure could occur at 10~ torr for
s, at 1077 torr for 10s, etc. Therefore, since a monolayer typically forms
after 7.3h (26,280s) at 10~ 1° torr (or 2.63L), 1 Langmuir corresponds to
about 0.38 monolayer.

A condensed summary of the way system pressure affects the gas density,
mean free path, incidence rates, and monolayer formation times is conveni-
ently displayed in Fig. 2-2. The pressure range spanned in all thin-film
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Figure 2-2 Molecular density, incidence rate, mean free path, and monolayer formation time
as a function of pressure. (Reprinted with permission from Ref. 4.)

research, development, and technological activities discussed in this book is
over 13 orders of magnitude. Since all of the quantities depicted vary
directly (on the left-hand axis) or inversely (on the right-hand axis) with
pressure, a log—log plot connecting the variables is linear with a slope of 1.
The pressure scale is arbitrarily subdivided into corresponding low, medium,
high, and ultrahigh vacuum domains, each characterized by different re-
quirements with respect to vacuum hardware (e.g., pumps, gauges, valves,
gaskets, feedthroughs). Of the film deposition processes, evaporation re-
quires a vacuum between the high and ultrahigh regimes, whereas sputtering
and low-pressure chemical vapor deposition are accomplished at the border
between the medium and high vacuum ranges. Of the analytical instruments,
electron microscopes operate in high vacuum while surface analytical
equipment has the most stringent cleanliness requirements, necessitating
ultrahigh vacuum operating conditions.

2.3 GAS TRANSPORT AND PUMPING
2.3.1 GAS FLOW REGIMES
In order to better design, modify, or appreciate reduced pressure systems,

it is essential to understand concepts of gas flow (Refs. 4—6). An incomplete
understanding of gas-flow limitations frequently results in less efficient
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system performance as well as increased expense. For example, a cheap piece
of tubing having the same length and diameter dimensions as the diffusion
pump to which it is attached will cut the pumping speed of the latter to
approximately one-half of its rated value. In addition to the effectively
higher pump cost, a continuing legacy of such a combination will be the
longer pumping times required to reach a given level of vacuum each time
the system is operated.

Whenever there is a net directed movement of gas in a system under the
influence of attached pumps, gas flow is said to occur. Under such condi-
tions the gas experiences a pressure drop. The previous discussion on kinetic
theory of gases essentially assumed an isolated sealed system. Although gas
molecules certainly move, and with high velocity at that, there is no net gas
flow and no pressure gradients in such a system. When gas does flow,
however, it is appropriate to distinguish between different regimes of flow.
These are dependent on the geometry of the system involved as well as the
pressure, temperature, and type of gas under consideration. At one extreme
we have free molecular flow, which occurs at low gas densities. The chambers
of high-vacuum evaporators and analytical equipment, such as Auger elec-
tron spectrometers and electron microscopes, operate within the molecular-
flow regime. Here the mean distance between molecular collisions is large
compared to the dimensions of the system. Kinetic theory provides an
accurate picture of molecular motion under such conditions. At higher
pressures, however, the mean distance between successive molecular colli-
sions is reduced, and they predominate relative to molecule—chamber wall
collisions. In this case the so-called viscous-flow regime is operative. An
important example of such flow occurs in atmospheric chemical vapor-
deposition reactors. Compared to molecular flow, viscous flow is quite
complex. At low gas velocities the flow is laminar where layered, parallel gas
flow lines may be imagined. Under these conditions the laminar flow
velocity is zero at the walls of a tube, but it increases to a maximum at the
tube axis. For higher flow velocities the gas layers are no longer parallel but
swirl and are influenced by any obstacles in the way. In this turbulent flow
range, cavities of lower pressure develop between layers. More will be said
about viscous flow in Section 6.4.2.

Criteria for distinguishing between the flow regimes are based on the
magnitude of the Knudsen number, Kn, which is defined by the ratio of the
gas mean free path to a characteristic dimension of the system (e.g., chamber
or pipe diameter, D), i.e., Kn = 4,/D,. Thus, for

Molecular flow Kn>1 (2-12a)
Intermediate flow 1> Kn > 0.01 (2-12b)
Viscous flow Kn < 0.01. (2-12¢)
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Figure 2-3 Dominant gas flow regimes as a function of system dimensions and pressure.

Through the use of Eq. 2-5, these limits in air can be alternately expressed
by D,P <5 x 1077 cm-torr for molecular flow, and D P > 5 x 10~ " cm-
torr in the case of viscous flow. Figure 2-3 serves to map the dominant flow
regimes on this basis. The reader should be aware that flow mechanisms
may differ in various parts of the same system. Thus, whereas molecular flow
will occur in the high vacuum chamber, the gas may flow viscously in the
piping near the exhaust pumps.

2.3.2 CONDUCTANCE

Let us reconsider the molecular flow of gas through an orifice of area A
that now separates two large chambers maintained at low pressures, P, and
P,. From a phenomenological standpoint, a flow driven by the pressure
difference is expected, i.e.,

Q=C(P, =Py (2-13)

Here Q is defined as the gas throughput with units of pressure x volume/s
(e.g., torr-liters/s). The constant of proportionality C is known as the
conductance and has units of liters/s. Alternately, viewing flow through the
orifice in terms of kinetic theory we note that the molecular impingements
in each of the two opposing directions do not interfere with each other.
Therefore, the net gas flow at the orifice plane is given by the difference or
(0, — D,)A.
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Through the use of Eq. 2-10 it is easily shown that the conductance of
the orifice is

C =3.64T/M)'?4 or 11.74 liters/s

for air at 298 K. The reader will undoubtedly note in the choice of terms the
analogy to electrical circuits. If P, — P, is associated with electrical pressure
or voltage difference, Q may be viewed as a current. Conductances of other
components where the gas flow is in the molecular regime can be similarly
calculated or measured. Results for a number of important geometric shapes
are given in Fig. 2-4 (Ref. 7). It should be noted that conductance is simply
a function of the geometry for a specific gas at a given temperature. This is
not true of viscous flow where conductance also depends on pressure. As an
example, consider air flow at 298 K through a pipe of diameter D and length
L connecting the vacuum chamber to the discharge pump. The molecular
flow conductance is 12.2D3/L. However, for viscous flow in the same pipe
the conductance is equal to 184(P, + P,)D*/2L with P in torr. Let us
assume D =2.5cm, L =100cm, and (P, + P,)/2 = 380 torr, which is the
average between atmospheric and high vacuum pressure. Substitution and
evaluation gives 1.9 liters/s and 27,300 liters/s for the molecular and viscous
flow conductances, respectively. This great disparity in conductance means
that the geometry of vacuum components becomes increasingly important
as the system pressure decreases.

When conductances are joined in series, the system conductance Cgy is
given by

1 1 1 1

Lt A 214
. ¢ oo’ (2-14)

Clearly Cg is lower than that of any individual conductance. When
conductances are connected in parallel,

Cos=Ci+Cy+Cy+ . (2-15)

As an example (Ref. 8), consider the conductance of the cold trap assembly
of Fig. 2-5 which isolates a vacuum system above from the pump below.
Contributions to the total conductance come from:

C, = conductance of aperture having 10 cm diameter
= 11.74 = 11.7n(5)*> = 919 liters/s
C, = conductance of pipe 3 cm long

12.2D3/L = 12.2(10)3/3 = 4065 liters/s
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Figure 2-4 Conductances of various geometric shapes for molecular flow of air at 25°C. Units
of C are liters/s. (Reprinted with permission from Ref. 7.)

C, = conductance of annular aperture
= 11.74,4n, = 11.7(0.25)1(10% — 8%) = 331 liters/s
C, = conductance of annular pipe

122D, — D)XD, + D,) _ 12.2(10 — 8)*(10 + 8)
N L N 15

= 58.6 liters/s
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Company.)

Cs = C, = 4065 liters/s
C, = conductance of aperture in end of pipe/diffusion pump

11744, 1177255

— 303 liters/s.
A4, a5’ —(25) iters/s

Therefore,

6
=) 6 and Croml = 40 liters/s

CTotdl i

upon evaluation. Strictly speaking, C; and C, should be multiplied by a
correction factor of 1.27, which would have the effect of increasing Cry,; to
51.1 liters/s. As we shall soon see, it is always desirable to have as large a
conductance as possible. Clearly, the overall conductance is severely limited
in this case by that of the annular region between the concentric pipes.
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2.3.3 PUMPING SPEED

Pumping is the process of removing gas molecules from the system
through the action of pumps. The pumping speed, S, is defined as the
volume of gas passing the plane of the inlet port per unit time when the
pressure at the pump inlet is P. Thus,

S=0Q/P, (2-16)

and while the throughput Q can be measured at any plane in the system, P
and S refer to quantities measured at the pump inlet.

Although conductance and pumping speed have the same units and may
even be equivalent numerically, they have different physical meanings.
Conductance implies a component of a given geometry across which a
pressure differential exists. Pumping speed refers to a given plane that may
be considered to be a pump for preceding portions of the system. To apply
these ideas consider a pipe of conductance C connecting a chamber at
pressure P to a pump at pressure P, as shown in Fig. 2-6a. Therefore,
Q = C(P — P,). Elimination of Q through the use of Eq. 2-16 yields

S

S=—72=>_ 2-17

1+S,/C @-17)

where S is the intrinsic speed at the pump inlet (S, = Q/P,) and S is the
effective pumping speed at the base of the chamber. The latter never exceeds
S, or C and is, in fact, limited by the smaller of these quantities. If, for
example, C = S, in magnitude, then S =S /2 and the effective pumping
speed is half the rated value for the pump. The lesson, therefore, is to keep

(a)

CHAMBER

P, S

Figure 2-6 Chamber-pipe-pump assembly: (a) no outgassing, (b) with outgassing.
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conductances large by making ducts between the pump and chamber as
short and wide as possible.

Real pumps outgas or release gas into the system as shown in Fig. 2-6b.
Account may be taken of this by including an oppositely directed extra
throughput term Q, such that

0=5,P—0,=S,P[1—(Q,/S,P)]. (2-18)

When Q = 0 the ultimate pressure of the pump, P, is reached and Q, =
S,P,. The effective pumping speed is then

S=Q/P =S 1 — Py/P) (2-19)

and falls to zero as the system pressure reaches the ultimate pump pressure.

An issue of importance in vacuum systems is the time required to achieve
a given pressure. The pump-down time may be calculated by noting that the
throughput may be defined as the time (f) derivative of the product of
volume and pressure, i.e., Q = —d(V P)/dt = —V dP/dt. Employing Eq. 2-18,
we write

dP(t)
- VT = Spp - Qp

where Q includes pump as well as chamber outgassing. Upon integration

P(t)_Qp/Sp_P(t)_PO_ _E -
Pi_Qp/Sp_Pi_PO - 4 (220)

where it is assumed that initially P = P;. During pump-down the pressure
thus exponentially decays to P, with a time constant given by V/S_. At high
pressures where viscous flow is involved, S, is a function of P and therefore
Eq. 2-20 is not strictly applicable in such cases.

24 VACUUM PUMPS
2.4.1 GENERAL CONSIDERATIONS

The vacuum systems employed to deposit and characterize thin films
contain an assortment of pumps, tubing, valves and gauges to establish and
measure the reduced pressures (Ref. 9). Of these components pumps and
gauges are generally the most important and only they will be discussed at
any length. Vacuum pumps may be divided into two broad categories:
gas-transfer pumps and entrapment pumps. The gas transfer pumps remove
gas molecules from the pumped volume and convey them to the ambient in
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one or more stages of compression. Entrapment pumps condense or
chemically bind molecules to surfaces situated within the chamber being
pumped. In contrast to the gas transfer pumps, which remove gas perma-
nently, some of the entrapment pumps are reversible and release trapped or
condensed gas back into the system upon warmup.

Gas transfer pumps may be further subdivided into positive displacement
and kinetic vacuum pumps. Rotary mechanical and Roots pumps are
important examples of the positive displacement variety. Diffusion and
turbomolecular pumps are the outstanding examples of the so-called kinetic
vacuum pumps. Among the entrapment pumps commonly employed are the
adsorption, sputter-ion, and cryogenic pumps. Each pump is used singly or
in combination in a variety of pumping-system configurations. It should be
noted that pumps do not remove gas molecules by exerting an attractive
pull on them. Gas molecules are unaware that pumps exist. Rather, pump
action limits, interferes with, and alters natural molecular motion in such a
way that gas is transferred from low to high pressure ambients. We start this
brief survey of some of the more important pumps with the positive
displacement types.

2.4.2 ROTARY MECHANICAL PUMP

The rotary-piston and rotary-vane pumps are perhaps the two most
common devices used to attain reduced pressure. In the rotary piston pump
shown in Fig. 2-7a, gas is drawn into space A as the keyed shaft rotates the
eccentric and piston. There the gas is isolated from the inlet after one
revolution, then compressed and exhausted during the next cycle. Piston
pumps are often employed to evacuate large systems and to back Roots-
blower pumps.

The rotary-vane pump contains an eccentrically mounted rotor with
spring-loaded vanes. During rotation the vanes slide in and out within the
cylindrical interior of the pump, enabling a quantity of gas to be confined,
compressed, and discharged through an exhaust valve to the atmosphere.
Compression ratios of up to 10° can be achieved this way. Oil is employed
as a sealant as well as lubricant between components moving within tight
clearances of both types of rotary pumps. To calculate the pumping speed
let us assume that a volume of gas, V,, (liters), is enclosed between the rotor
and pump stator housing, and swept into the atmosphere for each revol-
ution of the rotor. The intrinsic speed of the pump will then be S, =V, f,
where f is the rotor speed in revolutions per second. Typical values for S,
for vane pumps range from 10 to 200m?3/h (2.8 to 55 liters/s) and from 30
to 1500 m3/h (8.3 to 416 liters/s) for piston pumps. At elevated pressures the



72 Vacuum Science and Technology

?
0
6— - 8
\ \ '/ N
?—N 9
{ N
5 . ¢
f \
SN A
= — ‘k\/
A
\ -1
/’8 °
O]
4 12
A
3 \ O D 13
2
| 14
(a)

Figure 2-7 (a) Schematic of a rotary piston pump: 1, eccentric; 2, piston; 3, shaft; 4, gas ballast;
5, cooling water inlet; 6, optional exhaust; 7, motor; 8, exhaust; 9, oil mist separator; 10, poppet
valve; 11, inlet; 12, hinge bar; 13, casing; 14, cooling water outlet. (Courtesy of Stokes Vacuum
Inc.)
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(b}

Figure 2-7 (b) Schematic of a Roots pump.

actual pumping speed S is constant but eventually becomes zero at the
ultimate pump pressure in a manner suggested by Eq. 2-19. Single-stage
vane pumps have an ultimate pressure of 10~ 2 torr, while two-stage pumps
can reach 10™* torr. Rotary pumps are frequently used to produce the
minimum vacuum level required to operate both oil diffusion and turbo-
molecular pumps, which can then attain far lower pressures.

2.4.3 ROOTS Pumr

An important variant of the positive displacement pump is the Roots
pump, where, as shown in Fig. 2-7b, two figure-eight-shaped lobes rotate in
opposite directions relative to each other. The extremely close tolerances
eliminate the need to seal with oil. These pumps have very high pumping
speeds and although they can attain ultimate pressures below 10~ ° torr, a
forepump, e.g., rotary mechanical, is required. Maximum pumping is
achieved in the pressure range of 10~2 to 20 torr where speeds of up to
several thousand liters/s can be attained. This combination of characteristics
has made Roots pumps popular in sputtering as well as low-pressure
chemical vapor deposition (LPCVD) systems where large gas volumes
continuously pass through reactors maintained at ~1 torr.
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2.4.4 DIFFUSION PumP

In contrast to mechanical pumps described above, the diffusion pump
shown in Fig. 2-8 has no moving parts. Diffusion pumps are designed to
operate in the molecular flow regime and can function over pressures
ranging from well below 107 1° torr to about 5 x 10~ 2 torr. Because they
cannot discharge directly into the atmosphere, a mechanical forepump is
required to maintain the latter outlet pressure. Since the pump inlet is
essentially like the orifice of Fig. 2-4, a pumping speed of 11.74 liter/s would
be theoretically expected for air at room temperature. Actual pumping
speeds are typically only 0.4 of this value so that a 15-cm diameter diffusion
pump would have a pumping speed of ~0.4(11.7)n(15)?/4 = 827 liters/s.

Diffusion pumps have been constructed with pumping speeds ranging
from a few liters per second to over 20,000 liters/s. Pumping is achieved
through the action of a fluid medium (typically silicone oil), which is boiled
and vaporized in a multistage jet assembly. As the oil vapor stream emerges
from the top nozzles, it collides with and imparts momentum to residual gas
molecules that happen to bound into the pump throat. These molecules are
thus driven toward the bottom of the pump and compressed to the exit side
where they are exhausted. A region of reduced gas pressure in the vicinity
of the jet is produced and more molecules from the high-vacuum side move
into this zone, where the process is repeated. Several jets working in series
serve to enhance the pumping action.

A serious problem associated with diffusion pumps is the backstreaming
of oil into the chamber. Early during pumpdown there is little backstream-
ing because viscous flow conditions prevail and the repeated impact between
air and oil vapor molecules prevents effective transfer of the latter. However,
as the pressure drops into the molecular flow regime these impacts cease and
backstreaming now occurs at a rate dependent on the vapor pressure of the
oil. Such condensed oil effectively contaminates substrate surfaces and leads
to poor adhesion and degraded properties of subsequently deposited films.
That is why diffusion pumps have been largely phased out of use in the
processing of semiconductor electronic and optoelectronic devices. In addi-
tion, oil vapor dissociated on contact with hot filaments or by electrical
discharges leave carbonaceous or siliceous deposits which can cause electri-
cal leakage or even high-voltage breakdown. For these reasons diffusion
pumps are not used in surface analytical equipment such as Auger-electron
and secondary-ion mass spectrometers, nor in ultrahigh-vacuum deposition
systems. Nevertheless, diffusion pumped systems are widely used in nonelec-
tronic (e.g., decorative, optical, tool) coating applications. To minimize
backstreaming, attempts are made to condense the oil before it enters the
high-vacuum chamber. A cold cap on top of the uppermost jet together with
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Figure 2-8 Diffusion pump: (a) photograph; (b) schematic of pump interior. (Courtesy of
Varian Associates, Vacuum Products Division.)
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refrigerated traps and optically dense baffles are used for this purpose, but
at the expense of somewhat reduced conductance and pumping speed.

2.4.5 TURBOMOLECULAR PUMP

The drive to achieve the benefits of oil-free pumping has spurred the
development and use of turbomolecular pumps. Like the diffusion pump, the
turbomolecular pump imparts a preferred direction to molecular motion,
but in this case the impulse is caused by impact with a rapidly whirling
turbine rotor spinning at rates of 20,000 to 30,000 revolutions per minute.
The turbomolecular pump of Fig. 2-9 is a vertical axial-flow compressor
consisting of many rotor/stator pairs or stages mounted in series. Gas
captured by the upper stages is transferred to the lower stages where it is
successively compressed to the level of the fore-vacuum pressure. The
compression ratio varies exponentially with the product of the circumferen-
tial rotor speed and square root of the molecular weight of the gas. Typical
compression ratios for hydrocarbons, N,, and H, are 10'°, 10°, and 103,
respectively. Since the partial pressure of a given gas species on the low-
pressure, i.e., vacuum chamber, side of the pump is equal to that on the
high-pressure (exhaust) side divided by the compression ratio, only H, will
fail to be pumped effectively. An important consequence of the very high
compression is that oil backstreaming is basically reduced to negligible
levels. In fact, no traps or baffles are required and turbomolecular pumps
can be backed by rotary pumps and effectively achieve oilless pumping.
Turbomolecular pumps are expensive, but are increasingly employed in all
sorts of thin-film deposition and characterization equipment. Typical char-
acteristics include pumping speeds of 103 liters/s and ultimate pressures
below 1071 torr.

2.4.6 CRYOPUMPS

Cryogenic pumps are capable of generating a very clean vacuum in the
pressure range of 10~ 3 to 10~ 1° torr. These are gas-entrapment pumps that
rely on the condensation of vapor molecules on surfaces cooled below
120 K. Temperature-dependent van der Waals forces are responsible for
physically binding or sorbing gas molecules. Several kinds of surfaces are
employed to condense gas. They include: (1) untreated bare metal surfaces,
(2) a surface cooled to 20 K containing a layer of precondensed gas of higher
boiling point, e.g., Ar or CO, for H, or He sorption, and (3) a microporous
surface of very large area within molecular sieve materials such as activated
charcoal or zeolite. The latter are the working media of the common sorption
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Figure 2-9 Turbomolecular pump: (a) photograph; (b) schematic of pump interior. (Courtesy
of Varian Associates, Vacuum Products Division.)
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pumps, which achieve forepressures of about 10~ 2 torr by surrounding the
steel canister (pump) containing sorbent with a dewar of liquid nitrogen.
Cryopumps designed to achieve ultrahigh vacua (Fig. 2-10) have panels that
are cooled to 20 K by closed-cycle refrigerators. These cryosurfaces cannot
be directly exposed to the room-temperature surfaces of the chamber
because of the radiant heat load and, therefore, they are surrounded by
liquid-nitrogen-cooled shrouds.

The starting or forepressure, ultimate pressure, and pumping speed of
cryopumps are important characteristics. Cryopumps require an initial
forepressure of about 10”3 torr in order to prevent a prohibitively large
thermal load on the refrigerant and the accumulation of a thick ice
condensate on the cryopanels. The ultimate pressure (P, attained for a
given gas is reached when the impingement rate on the cryosurface,
maintained at temperature T, equals that on the vacuum chamber walls held
at 300 K. Therefore, from Eq. 2-8

Py = P(T) \/300/T (2-21)

where Pg(T) is the saturation pressure of the pumped gas. As an example,
for N, at 20K the P, value is about 107 !* torr, so that P (N,) = 3.9 x
10! torr.

Because of high vapor pressures at 20K, H,, as well as He and Ne,
cannot be effectively cryopumped. Of all high-vacuum pumps, cryopumps
have the highest pumping speeds since they are limited only by the rate of
gas impingement. Therefore, the pumping speed is given by Eq. 2-10, which
for air at 20K is equal to 3 liters/s for each square centimeter of cooled
surface. Although they are expensive, cryopumps offer the versatility of
serving as the main pump or, more frequently, acting in concert with other
conventional pumps (e.g., turbopumps). They are, therefore, indispensable
in thin-film research and processing equipment.

2.4.7 SPUTTER ION PUMPS

The last pump we consider is the sputter ion pump shown in Fig. 2-11,
which relies on sorption processes initiated by ionized gas to achieve
pumping. Gas ions are generated in a cold-cathode electrical discharge
between stainless-steel anode and titanium cathode arrays maintained at a
potential difference of a few kilovolts. Electrons emitted from the cathode
are trapped in the applied transverse magnetic field of a few thousand gauss,
resulting in a cloud of high electron density, e.g., ~10'° electrons/cm?. After
impact ionization of residual gas molecules, the ions travel to the cathode
and knock out or sputter atoms of Ti. The latter deposit elsewhere within
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Figure 2-10 Cryopump: (a) photograph; (b) schematic of pump interior. 1, forevacuum port;
2, temperature sensor; 3, 77 K shield; 4, 20 K condenser with activated charcoal; 5, port for
gauge head and pressure relief valve; 6, cold head; 7, compressor unit; 8, helium supply and
return lines; 9, electrical supply cable; 10, high vacuum flange; 11, pump housing; 12, to
temperature measuring instrument. (Courtesy of Balzers, High Vacuum Products.)
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Figure 2-11 Sputter ion pump: (a) photograph; (b) schematic of pump interior. (Courtesy of
Varian Associates, Vacuum Products Division.)
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the pump where they form films that getter or combine with reactive gases
such as nitrogen, oxygen, and hydrogen. These gases and corresponding Ti
compounds are then buried by fresh layers of sputtered metal.

Similar pumping action occurs in the Ti sublimation pump where Ti
metal is thermally evaporated (sublimed) onto cryogenically cooled surfaces.
A combination of physical cryopumping and chemical sorption processes
then ensues. Sputter ion pumps display a wide variation in pumping speeds
for different gases. For example, hydrogen is pumped several times more
effectively than oxygen, water, or nitrogen and several hundred times faster
than argon. Unlike cryopumping action, the gases are permanently removed.
These pumps are quite expensive and have a finite lifetime that varies
inversely with the operating pressure. They have been commonly employed
in oilless ultrahigh (10~ 1° torr) vacuum deposition and surface analytical
equipment, but are being supplanted by turbomolecular and cryopumps.

2.5 VACUUM SYSTEMS
2.5.1 COMPONENTS AND OPERATION

The broad variety of applications requiring a low-pressure environment
is reflected in a corresponding diversity of vacuum-system designs. One
typical system shown schematically in Fig. 2-12 is employed for vacuum
evaporation of metals. The basic pumping system consists of a multistage
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Figure 2-12 Schematic of vacuum deposition system.
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oil-diffusion pump backed by a rotary mechanical pump. In order to
sequentially coat batch lots, the upper chamber must be vented to air to
allow loading and unloading of substrates. To minimize the pumping cycle
time, however, it is desirable to operate the diffusion pump continuously,
thus avoiding the wait involved in heating or cooling pump oil. This means
that the pump must always view a vacuum of better than ~10~?! torr above
and must be backed by a similar pressure at the exhaust. A dual vacuum-
pumping circuit consisting of three valves, in addition to vent valves, is
required to accomplish these ends.

When starting cold, the high-vacuum and roughing valves are closed and
the foreline valve is open. Soon after the oil heats up, a high vacuum is
reached above the diffusion pump. The foreline valve is then closed, isolating
the diffusion pump, and the roughing valve is opened, enabling the rotary
pump to evacuate the chamber to a tolerable vacuum of about 10~?! torr.
Finally, the roughing valve is shut and both the foreline and high-vacuum
valves are opened, allowing the diffusion pump to bear the main pumping
burden. By reversing the order of valving the system can now be alternately
vented or pumped in a rapid and efficient manner. This same operational
procedure is followed in other diffusion-pumped systems such as electron
microscopes where ease of specimen exchange is a requirement. In order to
eliminate human error, pumpdown cycles are now automated or com-
puterized through the use of pressure sensors and electrically actuated
valves. In other oilless vacuum systems a similar valving arrangement exists
between the involved fore and main pumps.

Components worthy of note in this evaporator are the high-vacuum valve
and the optically dense baffle, both of which are designed to have a high
conductance. Cryogenic cooling of the baffle helps prevent oil from back-
streaming or creeping into the vacuum chamber. To ensure proper pressure
levels for the functioning of pumps, capacitance or thermocouple gauges are
located in both the roughing and forelines. They operate in the pressure
range 1073 torr to 1 atm. Ionization gauges, on the other hand, are sensitive
to vacuum levels spanning the range 10~ 2 to lower than 10~ 1° torr and are,
therefore, located so as to measure chamber pressure. Virtually all quoted
vacuum pressures in thin-film deposition, processing, and characterization
activities are derived from ionization gauges. For this reason vacuum gauges
will be further discussed in Section 2.5.4.1.

An actual vacuum deposition system is shown in Fig. 2-13.

2.5.2 SYSTEM PUMPING CONSIDERATIONS

During the pumpdown of a system gas is removed from the chamber by
volume pumping as well as pumping of species outgassed from internal
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Figure 2-13 Photograph of vacuum deposition system. (Courtesy of Cooke Vacuum Products.)

surfaces. For the case of volume pumping it is a relatively simple matter to
calculate the time required to reach a given pressure. As an example, let us
estimate the time required to evacuate a cylindrical bell jar, 46 cm in
diameter and 76 cm high, from atmospheric pressure to a forepressure of
107! torr. If an 8 liters/s mechanical pump is used, then substitution of
S, = 8 liters/s, VV = 5(46)*(76)/1000 = 126.3 liters, P(r) = 10~ " torr, P; =
760 torr, and P, = 10~* torr in Eq. 2-20 yields a pumpdown time of 2.35
min. This value is comparable to typical forepumping times in clean, tight
systems.

It is considerably more difficult to calculate pumping times in the high-
vacuum regime where the system pressure depends on outgassing rates. The
sources of this gas stem from permeation and diffusion of volatile species
through the system walls, followed by desorption from the chamber surfaces
and vacuum hardware. Each of the gas sources additively contributes to the
overall time dependence of the system pressure decrease as schematically
depicted in Fig. 2-14. An equation of the form

P =Poexp — (St/V) + Ques/S + Qp/S + 0,/ (2-22)

expresses this behavior, where the first term is due to pumping gas within
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Figure 2-14 Rate limiting pumping processes during evacuation of a vacuum chamber. (From
J. F. O’Hanlon, 4 User’s Guide to Vacuum Technology, Second Edition. Copyright © 1989 by
John Wiley & Sons, Inc. Reprinted with the permission of the publisher.)

the volume (Eq. 2-20), and Qq.s, Op, and Q,,. are throughputs associated
with surface desorption, diffusion, and permeation, respectively (Ref. 2).
Typical time dependencies are indicated in the figure and reveal that most
of the time involved in pumping systems to high vacuum is spent in remov-
ing gas from surfaces. Gas evolution rates g (in units of (torr-liters/s)/m?) are
strongly dependent on the nature of the materials employed in vacuum
systems. Specific vacuum materials, surface conditions (smooth, porous,
degree of cleanliness, etc.), and bakeout procedures critically affect the
magnitude of ¢. In general, g for metals (except carbon steel) and glasses is
lower than for polymers. For this reason the use of elastomers, hydrocarbon
oils and greases should be avoided in vacuum systems.

A practical example will illustrate how to determine the necessary
pumping speed at the required operating pressure when significant gas
evolution occurs from both the vacuum chamber walls and gasket seals.
Suppose a vacuum system has a total wall area (4,,) of 2.5m? with a total
gas evolution rate (g,,) of 1.5 x 10~ * (torr-liters/s)/m?. In addition, Viton A
fluoroelastomer gasket seals of total area 4, = 100cm?* evolve gas at a
rate g, =3 x 1073 (torr-liters/s)/m?. What pumping speed is required to
maintain a pressure P = 7.5 x 10~7 torr? With the use of Eq. 2-16, S =
[(q,)(4,) + (g )(4)]1/P. Substituting, S = 540 liters/s. This value of S should
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be regarded as a lower limit for the effective pumping speed of the system.

There are a few effective strategies for stimulating the desorption of
adsorbed gases from contaminated surfaces. Adsorbants are either physi-
cally bound (physisorbed) to surfaces by weak van der Waals interactions,
or chemically bonded to surface atoms (chemisorbed) by stronger ionic or
covalent bonds. In cither case elevated temperatures facilitate degassing, and
this accounts for the widespread practice of baking pumped vacuum
chambers and components. The removal of adsorbed water from surfaces of
vacuum hardware is a particular objective of such treatments (Ref. 10). Even
trace quantities of water vapor are known to assist in the formation of
particles or oxide defects in a wide variety of semiconductor processing (film
deposition and etching) steps. Beyond thermal methods, electron, ion, and
photon (ultraviolet light) beams have also been successfully employed in
detaching adsorbants from vacuum hardware. Collision of energetic charged
particles with adsorbed gases enhances chemical reactions that lead to their
removal. In this way lower ultimate pressures are often attained and in
shorter times.

2.5.3 VACUUM LEAKS

It is appropriate to comment on vacuum system leaks since there is
scarcely a thin film technologist alive who has not struggled with them. No
vacuum apparatus is absolutely vacuum tight and, in principle, it does not
have to be. What is important, however, is that the leak rate be small and
not influence the required working pressure, gas content, or ultimate system
pressure. Leak rates are given in throughput units, e.g., torr-liters/s, and
measured by noting the pressure rise in a system after isolating the pumps.
The leak tightness of high vacuum systems can be generally characterized
by the following leakage rates (Ref. 9):

Very leak tight <10~ ° torr-liters/s
Adequately leak tight ~ 1077 torr-liters/s
Not leak tight >10~* torr-liters/s

One way to distinguish between gas leakage and outgassing from the vessel
walls and hardware is to note the pressure rise with time. Gas leakage causes
a linear rise in pressure while outgassing results in a pressure rise which
gradually diminishes and tends to a limiting value. The effect of leakage
throughput on pumping time can be accounted for by inclusion in Eq. 2-20.
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2.54 MONITORING THE VACUUM ENVIRONMENT

2.54.1 Gauges to Measure Pressure

From the standpoint of thin-film deposition, properties, and analysis, the
total gas pressure and composition are the only vacuum characteristics ever
quoted. For this reason it is appropriate to end the chapter by enumerating
the techniques to measure system pressure followed by a brief discussion of
how the individual gases that contribute to the total pressure are identified.
Normally these are separate issues, but they are sometimes coupled because
some techniques to measure pressure are sensitive to the nature of the gas
sampled. In fact, most gauges record pressure indirectly because they
capitalize on measuring properties (e.g., thermal conductivity, ionization)
that vary with a particular gas or gas mixture. Pressure values are thus
subject to interpretation uncertainty. There are other direct or absolute
pressure gauges whose readings are independent of gas composition. Unfor-
tunately they are limited to measurement of relatively high pressures.
Representative gauges from each category will be discussed here; treatments
of other gauges can be found in all books dealing with vacuum technology
(Refs. 1,2,11).

2.54.1.1 Direct Pressure Gauges

In applications discussed in this book the most widely used direct gauge
is probably the capacitance manometer. It consists of a stretched, flexible
circular metal diaphragm that is welded in place symmetrically between two
fixed electrode plates effectively isolating two regions of space. If, for
example, these are two adjacent chambers at different pressures, the dia-
phragm will bow toward one of the electrodes. This causes an effective
capacitance imbalance which is converted to a voltage proportional to the
pressure. Alternatively, one chamber may be permanently sealed and evacu-
ated to a pressure of ~10~7 torr, while the other opens to the vacuum
chamber; in this case the capacitance change is a direct measure of the
vacuum chamber pressure. Capacitance manometers operate in the range
from atmospheric pressure to about 10~3 torr. They are absolute gauges
because any gas at the same pressure would yield the same capacitance
signal.

2.54.1.2 Indirect Pressure Gauges

For the relatively high-pressure regime (~ 10~ torr to 1 atm), thermo-
couple and to a lesser extent Pirani gauges are the most popular. Their



Vacuum Systems 87

operating principle is based on the fact that in the range of Knudsen
numbers, 10 > Kn > 0.01, the rate of heat transfer through gases is linearly
proportional to pressure. Both gauges sense the rate of heat transfer between
a heated wire and a nearby wall. In the Pirani gauge a metal filament is
heated by a precise current and reaches a steady temperature dependent on
how many gas molecules are present to transport heat away. The measured
filament resistance which varies linearly with temperature is thus propor-
tional to the gas pressure. Rather than measure temperature indirectly
through resistance change, the thermocouple gauge employs a thermocouple
placed in close thermal but not electrical contact with the heated filament.
Thermocouple as well as Pirani gauges are calibrated in systems where the
pressure is simultaneously measured by direct gauges, e.g., a capacitance
manometer.

In the high and ultrahigh vacuum regimes the gas density is so low that
detection of direct momentum or heat transfer to a wall is not practical.
Instead gas molecules are ionized and the collection of the ion current is
relied upon to yield a measure of the system pressure. Hot-cathode gauges
such as the Baird—Alpert ionization tube are based on this principle and are
almost universally employed to monitor pressure in the ~107° to 10713
torr range. The tube consists of a filament from which electrons are thermi-
onically emitted and drawn to a positively biased grid. An open coiled grid
structure enables electrons to pass through (overshoot) it and return, thus
yielding long electron lifetimes that increase the probability of collisional
impact with gas molecules. Such impact generates positive ions that are
drawn to a fine wire collector positioned coaxially within the grid. The ion
current (i*) detected is a measure of the gas density and hence pressure (P);
it is proportional to the electron emission (thermionic) current (i~) and gas
ionization sensitivity factor (S), so that i* = PSi~. Because different gases
have different S values it is apparent that we are dealing with an indirect
pressure gauge.

2.5.42 Residual Gas Analysis

The difficult task of qualitatively identifying the individual gaseous
species within a vacuum system is accomplished with mass spectrometers
and residual gas analyzers (RGAs), also known as partial pressure analyzers.
These instruments function by measuring the ion mass (M) to charge
valence (z) ratio (M/z) of ionized gas particles. As in ionization gauges,
positive ions and ion fragments are produced through electron impact with
neutral gas molecules that enter the ionization region of the RGA. Ions are
generated in numbers proportional to the partial pressure of the particular
gas ionized. After extraction into a beam, the ions are normally spatially
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separated by means of magnetic or electric fields. In the magnetic sector
analyzer (the only one discussed) ions of velocity v are first accelerated
through an electric potential of magnitude V' and then directed into a
uniform magnetic field (B) oriented perpendicular to the ion motion. The
well-known Lorentz force, acting at right angles to both v and B, bends the
ion trajectory into a circular orbit whose radius r is given by r = 1/B
(2MV/zq)''2, where q is the electronic charge. A detector located behind a
slit situated on the orbit circumference records the impinging ion current.
Qualitative analysis is accomplished by sweeping the voltage at fixed r and
B as each ion, characterized by its M/z value, is accessed in turn at a specific
V value. The signal amplitude is a measure of the specie abundance.

A typical mass spectrum shown in Fig. 12-15 indicates the presence of
many gas ion species at different concentration levels. It is beyond our scope
to provide an analysis of this spectrum, but the following comments may
indicate where to begin as well as where the difficulties await. As expected,
common vacuum chamber gases N,, O,, H,0, and CH, typically appear at
masses of 28, 32, 18, and 16, respectively, when z = 1. Mass peaks higher
than ~40 are generally due to hydrocarbons from oil, greases and polymers
while chlorinated compounds often appear at masses of 35, 36 and 37.
Complications arise because two or more species often have the same mass,
e.g., a peak mass of 28 could also correspond to CO, whereas 16 could be
due to O*. Quantitative analysis is even more difficult because in addition
to mass overlap and peak pileup, the sensitivity factors for ionization of each
gas generally influence the signal magnitudes in complex ways. For such
cases salvation often comes from comparing actual mass-peak patterns with
prerecorded spectral signatures for standard gas mixtures provided by RGA
manufacturers.

2.6 CONCLUSION

The kinetic theory of gases is all that is needed to adequately describe
isolated reduced-pressure environments and the behavior of gases within
them. Thus molecular velocities and their statistical spread, collision rates
between gas molecules, and impingement rates at surfaces are all readily
calculable in terms of the system temperature and molecular weights and
sizes. Summation of these microscopic events over all molecules leads to the
perfect gas law and gives significance to the primary measurable variable in
a vacuum chamber, namely its pressure.

When the system is now subjected to the action of pumps the behavior
of the gas is very much dependent on its pressure. In the low-pressure
molecular-flow regime the situation is little changed from that of an isolated
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Figure 2-15 Typical residual-gas analysis scan plotted as relative signal intensity (of partial
pressures) versus atomic mass.

chamber where the perfect gas law applies. Even though pressure differences
develop across components, conductances are calculable from the kinetic
theory of gases. However, at the higher pressures in the viscous-flow regime,
gas flow is governed by the laws of compressible fluid dynamics. Conduc-
tances, throughputs, and pumping speeds are now complicated functions of
pressure. With the exception of chemical vapor deposition this book is
exclusively concerned with the easier-to-model low-pressure chambers. At-
taining low system pressures is largely a matter of connecting a high
vacuum-—backing pump combination to the chamber via high-conductance
ducts. Oil diffusion, turbomolecular, cryo-, and ion pumps produce the low
pressures, while rotary, Roots, and sorption pumps are necessary to provide
the necessary forepressure for operation of the former. Assorted valves,
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cold traps, and gauges round out the complement of required vacuum
hardware.

Vacuum concerns are a bit of annoyance and often much worse to the
thin-film technologist and surface scientist. Efficient operation of vacuum
systems means grappling with leaks, degassing chamber walls and contents,
and reducing pumping times. This chapter has attempted to address these
issues by presenting the underlying principles as well as practical responses.

EXERCISES

1. Consider a mole of gas in a chamber that is not being pumped. What
is the probability of a self-pumping action such that all of the gas
molecules will congregate in one-half of the chamber and leave a perfect
vacuum in the other half?

2. A 1m? cubical-shaped vacuum chamber contains O, molecules at a
pressure of 10™* atm at 300 K.
(a2) How many molecules are there in the chamber?
(b) What is the ratio of maximum potential energy to average kinetic
energy of these molecules?
(c) What fraction of gas molecules has a kinetic energy in the x
direction exceeding RT? What fraction exceeds 2RT?

3. In some vacuum systems there is a gate valve consisting of a gasketed
metal plate that acts to isolate the chamber above from the pumps
below.

(a) A sample is introduced into the chamber at 760 torr while the
isolated pumps are maintained at 10~ ¢ torr. For a 15-cm diameter
opening, what force acts on the valve plate to seal it?

(b) The chamber is forepumped to a pressure of 10~ 2 torr. What force
now acts on the valve plate?

4. Supersonic molecular beams have a velocity distribution given by
f(v) = Avdexp — [M(v — v,)*/2RT], where v,, the stream velocity, is
related to the Mach number.

(a) What does a plot of f(v) vs v look like?
(b) What is the average gas speed in terms of v,, M, and T?
Note:

“ n —ax2 F(}’l + 1/2) “ n —ax? n!
L x2"exp dx=W; . x> lexp dx:W'

5. The trap in Fig. 2-5 is filled with liquid N, so that the entire trap surface
is maintained at 80 K. What effect does this have on conductance?
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6.

10.

11.

12.

13.

Two identical lengths of piping are to be joined by a curved 90° elbow
section or a sharp right-angle elbow section. Which overall assembly is
expected to have a higher conductance? Why?

. Show that the conductance of a pipe joining two large volumes through

apertures of area 4 and A4, is given by C = 11.744,/(4 — A,).
Hint: Calculate the conductance of the assembly in both directions.

. A chamber is evacuated by two sorption pumps of identical pumping

speed. In one configuration the pumps are attached in parallel so that
both pump simultaneously. In the second configuration they pump in
serial or sequential order (one on and one off). Comment on the system
pumping characteristics (pressure vs time) for both configurations.

. It is common to anneal thin films under vacuum in a closed-end quartz

tube surrounded by a furnace. Consider pumping on such a cylindri-
cal tube of length L, diameter D, and conductance C that outgasses uni-
formly at a rate q, (torr-liter/cm?-s). Derive an expression for the
steady-state pressure distribution along the tube axis.

Hint: Equate the gas load within length dx to throughput through the
same length.

After evacuation of a chamber whose volume is 30 liters to a pressure

of 1 x 1079 torr, the pumps are isolated. The pressure rises to 1 x 1073

torr in 3 minutes.

(a) What is the leakage rate?

(b) If a diffusion pump with an effective speed of 40 liters/s is attached
to the chamber, what ultimate pressure can be expected?

Select any instrument or piece of equipment requiring high vacuum
during operation (e.g., electron microscope, evaporator, Auger spec-
trometer). Sketch the layout of the vacuum-pumping components
within the system. Explain the pumping sequence.

A system of volume equal to 1 m? is evacuated to an ultimate pressure

of 10~ 7 torr employing a 200 liters/s pump. For a reactive evaporation

process, 100 cm?® of gas (STP) must be continuously delivered through

the system per minute.

(a) What is the ultimate system pressure in this case?

(b) What conditions are necessary to maintain this process at 1073
torr?

In a tubular low-pressure chemical vapor deposition (LPCVD) reactor,
gas is introduced at one end at a rate of 75 torr-liter/min. At the other
end is vacuum pump of speed S,. If the reactor must operate at 1 torr,
what value of S, is required?
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14.

15.

16.

17.

Vacuum Science and Technology

In systems to metallize or web coat large surface areas of polymer sheet
it is often the case that systems contain oil vapor pumps in combination
with cryosurfaces. The former are used to pump noncondensable gases
while the latter are effective in pumping condensable vapors. Decoup-
ling their respective behaviors is frequently a good assumption. Con-
sider a system with a gas load of 10 mbar-liter/s, of which 80% is water
vapor and 20% is air. The system is pumped with a 10,000 liters/s
diffusion pump.

(a) What pressure will be reached?

(b) If a cryosurface with a pumping speed of 50,000 liters/s is added to

the diffusion pump, what system pressure will be reached?

(a) Atoms and molecules that do not dissociate upon adsorption on a
surface desorb from it when pumped according to dC/dt = —K,C,
where K| is a rate constant and C is the species concentration. Solve
for C(¢).

(b) For molecules that dissociate upon adsorption on a surface, the
equation dC/dt = —K,C? (K, is a constant) describes the rate of
desorption during pumping. Solve for C(t).

(c) Suppose surfaces were contaminated with either type of adsorbent
species. In which case do you expect surface cleaning through
pumping to be more rapid?

Advances in the design of turbomolecular pumps have enabled them to

maintain high compression ratios at foreline pressures of about 10 torr,

which is about two decades better than previously possible. What effect
does this have on the choice of backing pumps?

A screw threaded into a blind hole often traps air that can become a

virtual leak in the vacuum system. Consider a 1000-liter chamber

containing eight 0.635 cm diameter screws, each of which leaves a

0.0794-cm space at the bottom of a blind hole.

(a) What chamber pressure would be associated with this source of
trapped gas?

(b) Virtual leaks tend to release gas in bursts. If so, describe the pressure
gauges you would use to monitor such leaks. Would you recom-
mend digital gauge readouts?
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Chapter 3

Thin-Film Evaporation
Processes

3.1 INTRODUCTION

This chapter marks the beginning of our discussion on the deposition of
thin films, and we start by focusing on evaporation in vacuum as the means.
The objective of this deposition process is to controllably transfer atoms
from a heated source to a substrate located a distance away, where film
formation and growth proceed atomistically. Quite simply, thermal energy
is imparted to atoms in a liquid or solid source such that their temperature
is raised to the point where they either efficiently evaporate or sublime.
Evaporation differs from sputtering, another method for physically deposi-
ting films. In sputtering atoms are ejected from source surfaces usually
maintained at room temperature, through the impact of gaseous ions. The
earliest experimentation on both of these film deposition techniques can
apparently be traced to the same decade of the 19th century. In 1852 Grove
(Ref. 1) observed metal deposits sputtered from the cathode of a glow
discharge plasma (see Chapter 4). Five years later Faraday (Ref. 2), experi-
menting with exploding fuselike metal wires in an inert atmosphere, evap-
orated thin films.

Advances in the development of vacuum pumping equipment and the
fabrication of suitable Joule heating sources, first made from platinum and
then tungsten wire, spurred the progress of evaporation technology. Scien-
tific interest in the phenomenon of evaporation and the properties of thin
metal films was soon followed by industrial production of optical compo-
nents such as mirrors and beam splitters, and later of antireflection coatings.
Simultaneously, sputtering was used as early as 1877 to coat mirrors. Until

95
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the late 1960s evaporation surpassed sputtering as the preferred film
deposition technique. Higher deposition rates, better vacuum and cleaner
environments for film formation and growth, and general applicability to all
classes of materials were among the reasons for the ascendancy of evapor-
ation methods. These advantages still sustain the widespread use of evapor-
ation in the deposition of optical thin films, as well as large-area web
coatings used in assorted applications. Furthermore, newer techniques such
as pulsed laser deposition also capitalize on thermal evaporation. However,
the necessity for alloy films with stringent stoichiometry requirements in
microelectronics and magnetic applications spurred the development and
widespread use of sputtering. In a parallel vein, chemical vapor deposition
(CVD) processes were developed to deposit nonmetallic hard coatings,
dielectric films, and single-crystal semiconductor films.

Physical vapor deposition (PVD), the term that includes both evaporation
(this chapter) and plasma-assisted sputtering (Chapter 5), and chemical
vapor deposition (Chapter 6) together with all of their variant and hybrid
combinations are the basic film deposition processes treated in this book.
These as well as other thin-film processing techniques such as etching and
patterning have been broadly reviewed by Vossen and Kern (Ref. 3). Among
the factors that distinguish PVD from CVD are the following:

1. Reliance on solid or molten sources, as opposed to generally gaseous
precursors in CVD

2. The physical mechanisms (evaporation or collisional impact) by which
source atoms enter the gas phase

3. A reduced pressure environment through which the gaseous species
are transported

4. The general absence of chemical reactions in the gas phase and at the
substrate surface (reactive PVD processes are exceptions)

Nowadays the decision of whether to evaporate, sputter, or chemically
deposit thin films for particular applications is not always obvious and has
fostered a lively competition among these alternative technologies. In many
cases features from each have been forged into hybrid processes possessing
added capabilities.

This chapter presents the attributes of evaporation processes, their
advantages and limitations, as well as their potential for new uses. Irrespec-
tive of particular application, the control of film composition and thickness
uniformity are primary concerns addressed. In coping with these issues the
science of evaporation, effect of process geometry, and characteristics of
heating sources employed all have an influence that will be explored in
subsequent sections.
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3.2 THE PHYSICS AND CHEMISTRY
OF EVAPORATION

3.2.1 EVAPORATION RATE

Early attempts to quantitatively interpret evaporation phenomena are
associated with the names of Hertz and Knudsen and, later, Langmuir (see
Ref. 4). Based on experimentation on the evaporation of mercury, Hertz in
1882 observed that evaporation rates were:

1. Not limited by insufficient heat supplied to the surface of the molten
evaporant.

2. Proportional to the difference between the equilibrium pressure, P,, of
Hg at the given temperature and the hydrostatic pressure, Py,
acting on the evaporant.

He concluded that a liquid has a specific ability to evaporate at a given
temperature. Furthermore, the maximum evaporation rate is attained when
the number of vapor molecules emitted corresponds to that required to exert
the equilibrium vapor pressure while none return. These ideas led to the
basic equation for the rate of evaporation from both liquid and solid
surfaces, namely,

_2NAP = Py) o)

(2rMRT)"
where @, is the evaporation flux in number of atoms (or molecules) per unit
area, per unit time, and o, is the coefficient of evaporation, which has a value
between 0 and 1. When «, = 1 and P, is zero, the maximum evaporation
rate is realized. By analogy with Eq. 2-9 an expression for the maximum
value of @, is

3.513 x 1022
= X P molecules/cm?-s. (3-2)

o =--"-""
T oMn)T

When P, is expressed in torr, a useful variant of this formula is

I, =584 x 10"*M/T)"*P, g/cm?-s, (3-3)

where T, is the mass evaporation rate. At a pressure of 102 torr, a typical
value of T', for many elements is approximately 10~ * grams per second per
cm? of evaporant area. The key variable influencing evaporation rates is
temperature since it has a profound effect on equilibrium vapor pressures.
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3.2.2 VAPOR PRESSURE OF THE ELEMENTS

A convenient starting point for expressing the connection between
temperature and vapor pressure is the Clausius—Clapyeron equation, which
for both solid—vapor and liquid—vapor equilibria can be written as

dP  AH(T)
dT ~ TAV

(3-4)

The changes in enthalpy, AH(T), and volume, AV, refer to differences
between the vapor (v) and the particular condensed phase (c) from which it
originates, while T is the transformation temperature in question. Since
AV =V, — V_, and the volume of vapor normally considerably exceeds that
of the condensed solid or liquid phase, AV ~ V. If the gas is assumed to be
perfect, V, = RT/P, and Eq. 3-4 may be rewritten as

dP  PAH(T)
— = 3-5
dT RT? (3-5)
As a first approximation, AH(T) = AH,, the molar heat of evaporation
(a constant), in which case simple integration yields
AH

€ AHE
InP~— RT +1 or P = P,exp — RT (3-6)

where I (or P, = exp ) is the constant of integration. Through substitution
of the latent heat of vaporization AH,, for AH_, the boiling point for T, and
1 atm for P, the value of I can be determined for the liquid—vapor trans-
formation. For practical purposes Eq. 3-6 adequately describes the tempera-
ture dependence of the vapor pressure in many materials. It is rigorously
applicable over only a small temperature range, however. To extend the
range of validity, the temperature dependence of AH(T) must be taken into
account. For example, careful evaluation of thermodynamic data reveals
that the vapor pressure of liquid Al is given by (Ref. 4)

log P(torr) = —15,993/T + 12409 — 0.999 log T — 3.52 x 10" T, (3-7)

The Arrhenius character of log P vs 1/T is essentially preserved by the first
two terms on the right-hand side while the remaining terms are small
corrections.

Vapor-pressure data for many other metals have been similarly obtained
and conveniently represented as a function of temperature in Fig. 3-1 (Ref.
5). Similarly, vapor-pressure data for elements important in the deposition
of semiconductor films are presented in Fig. 3-2 (Ref. 6). Many of the data
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represent direct measurements of the vapor pressures. Other values are
inferred indirectly from thermodynamic relationships and identities using
limited experimental data. Thus the vapor pressures of many refractory
metals can be unerringly extrapolated to lower temperatures even though it
may be impossible to measure them directly. For this to be practical the
thermodynamic data that are available must be accurate.

Two modes of evaporation can be distinguished in practice depending on
whether the vapor effectively emanates from a liquid or solid source. As a
rule of thumb, a melt will be required if the element in question does not
achieve a vapor pressure greater than 10~ 3 torr at its melting point. Most
metals fall into this category and effective film deposition is attained only
when the source is molten. On the other hand, elements such as Cr, Ti, Mo,
Fe, and Si reach sufficiently high vapor pressures below the melting point
and, therefore, sublime. For example, Cr can be effectively deposited at high
rates from a solid metal source because it reaches vapor pressures of 10~ 2
torr some 500°C below its melting point. The operation of the Ti sublimation
pump mentioned in Chapter 2 is, in fact, based on the sublimation of Ti from
heated Ti filaments. A third example is carbon, which is used to prepare
replicas of the surface topography of materials for subsequent examination
in the electron microscope. Carbon, which has an extremely high melting
point, is readily sublimed from an arc struck between graphite electrodes.

3.2.3 EVAPORATION OF MULTIELEMENT MATERIALS

3.2.3.1 Ionic Compounds

Whereas metals essentially evaporate as atoms and occasionally as
clusters of atoms, the same is not true of compounds. Very few inorganic
compounds evaporate without molecular change and, therefore, the vapor
composition is usually different from that of the original solid or liquid
source. As a consequence the stoichiometry of the film deposit will gener-
ally differ from that of the source. Mass spectroscopic studies in the vapor
phase have shown that the processes of both molecular association and
dissociation frequently occur. A broad range of evaporation phenomena in
compounds occurs, and these are categorized briefly in Table 3-1. The
troublesome decomposition of multivalent metal oxides to lower oxides can
be compensated for by reactive evaporation in an oxygen ambient.

3.2.3.2 Deposition of GaAs: The Growth Window

One might imagine that depositing a compound semiconductor film such
as GaAs simply involves pinpointing the desired growth temperature on the



Table 3-1

Evaporation of Compounds

Reaction type

Chemical reaction®

Examples

Comments

Evaporation without
dissociation

Decomposition

Evaporation with
dissociation
(a) Chalcogenides

(b) Oxides

MX(s or 1) > MX(g)

MX(s) = M(s) + 3X,(g)
MX(s) - M() +3X,(2)

MX(s) - M(g) + 3X,(g)
X =S, Se, Te

MO,(s) > MO(g) +30,(g)

SiO, B,0;, GeO, SnO, AIN,
CaF,, MgF,

Ag,S, Ag,Se
II1-V semiconductors

CdS, CdSe, CdTe

Si0,, GeO,, TiO,, Sn0,, ZrO,

Compound stoichiometry
maintained in deposit

Separate sources are required to
deposit these compounds

Deposits are metal-rich

Separate sources usually
required to deposit these
compounds

Metal-rich discolored deposits;
dioxides are best deposited in
O, partial pressure (reactive
evaporation)

“M = metal, X = nonmetal.

Adapted from Ref. 4.



102 Thin-Film Evaporation Processes

phase diagram, i.e., Fig. 1-15, and maintaining a Ga:As evaporation ratio of
1:1. The situation is more complex in practice, however. First, the great
disparity in vapor pressure between As and Ga means that two separate
evaporation sources will be required. Furthermore, because of vacuum
cleanliness requirements, phase diagrams at reduced system pressures, not
at 1 atmosphere, are pertinent. As a result not all growth temperatures are
feasible since other phases normally coexist with the depositing GaAs. For
example, at a pressure of 107 ° torr the equilibrium temperature—composi-
tion diagram shown in Fig. 3-3a reveals the increasing stability of the vapor
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Figure 3-3 Temperature—composition diagram for the Ga—As system at a pressure of (a)
107¢ torr and (b) 10~ torr. Pressure—composition diagram for the Ga—As system at a
temperature of (c) 850K and (d) 1000K. (From J. Y. Tsao, Materials Fundamentals of
Molecular Beam Epitaxy. Copyright © 1993 by Academic Press, Inc. Reprinted with the
permission of the publisher.)
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phase (v) relative to the liquid (I) and solid phases («, 7y, and c). But
importantly, there is a growth window that is shaded in consisting of
compound c¢(GaAs) and v. Deposition within this two-phase region will
exclusively yield the desired solid GaAs since excess As evaporates; however,
outside the window other condensed phases will coexist with c. If deposition
conditions are Ga rich, the compound will be contaminated by either
Ga-rich liquid droplets or a solid solution (y) of As in Ga. In either case the
low vapor pressure of Ga precludes its removal under vacuum. For these
reasons it is clear that an overpressure of volatile As will prevent a Ga-rich
environment and promote the stoichiometric growth of GaAs. But even in
an As-rich ambient the substrate temperature must not be above ~ 1000 K
or below ~630 K. Under the former conditions GaAs decomposes to 1 + v;
in the latter case GaAs will be contaminated by o, an As-rich solid
containing some Ga. Physically, at low temperatures the vapor pressure of
As in o is less than the impinging As pressure and therefore more As atoms
will condense than sublime from the growing film. Operation at a pressure
of 10~ torr contracts the ¢ + v field (Fig. 3-3b) and slightly narrows the
usable deposition temperature range.

In an alternative representation of GaAs film growth conditions, the
equilibrium pressure—composition diagram at 850 K (Fig. 3-3c) now shows
v and 1 at the bottom and ¢ + o at the top. Again the desired two-phase
¢ + v shaded region is bounded on the left by the 1 + ¢ region because at
elevated pressures Ga condenses rather than reevaporates. The window for
GaAs deposition is actually quite wide with possible temperatures ranging
from ~350 to 750°C at a typical As overpressure of 107> torr. If the
substrate temperature is raised to 1000 K (Fig. 3-3d) the deposition window
contracts slightly and shifts to higher system pressures. Compared to other
I11-V compounds the GaAs growth window is quite forgiving. For example,
in InSb the vapor pressure of Sb is less than that for As, while the vapor
pressure of In exceeds that for Ga in the liquid phase. These factors tend to
contract the two-phase ¢(InSb) + v field.

Practical application is made of these thermodynamic fundamentals in
the deposition of III-V compound semiconductor films by molecular beam
epitaxy techniques (Section 8.6.2).

3.2.3.3 Evaporation of Alloys

Evaporated metal alloy films are widely utilized for a variety of elec-
tronic, magnetic, and optical applications as well as for decorative coating
purposes. Important examples of such alloys that have been directly
evaporated include Al-Cu, Permalloy (Fe—Ni), Nichrome (Ni—Cr), and
Co—Cr. Atoms in such alloys are generally less tightly bound than those in
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the metal oxides discussed above. Like the III-V compounds, the constitu-
ents of metal alloys tend to evaporate nearly independently of each other,
entering the vapor phase as single atoms, paralleling the behavior of pure
metals. Binary metallic melts are solutions and as such are governed by
well-known thermodynamic laws. When the interaction energy between A
and B atoms of a binary AB alloy melt are the same as between A—A and
B-B atom pairs, then no preference is shown for atomic partners. Such is
the environment in an ideal solution. Raoult’s law, which holds under these
conditions, states that the vapor pressure of component B in solution is
reduced relative to the vapor pressure of pure B (P5(0)) in proportion to its
mole fraction Xy. Therefore,

Py = X Py(0). (3-8)

Metallic solutions usually are not ideal, however. This means that either
more or less B will evaporate relative to the ideal solution depending on
whether the deviation from ideality is positive or negative, respectively. A
positive deviation occurs when B atoms are physically bound more tightly
to each other than to the solution, facilitating their tendency to escape or
evaporate. In real solutions

Py = ag Py(0) (3-9)

where ay is the effective thermodynamic concentration of B known as the
activity. The activity is, in turn, related to Xy through an activity coefficient

Vg 1.€.,
ag = ypXp. (3-10)

Through combination of Egs. 3-2, 3-9, and 3-10, the ratio of the fluxes of A
and B atoms in the vapor stream above the melt is given by
% _ VAXAPA(O)(MB)UZ
Dy ppXpPR(0)(My)'?

(3-11)

where X, + Xy =1.

Application of this equation is difficult because the melt composition
changes as evaporation proceeds. Activity coefficients, which can sometimes
be located in the metallurgical literature, but just as frequently not, also
change with deposition time making quantitative calculations impractical.
Nevertheless, as an example of the use of Eq. 3-11 consider the problem of
estimating the approximate Al-Cu melt composition required to evaporate
films containing 2 wt% Cu from a single crucible heated to 1350 K. Sub-
stituting gives ®@,,/®q, = 98 M,/2 M,,. From Fig. 3-1, P,,(0)/P.,(0) =
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1073/2 x 10™*. Furthermore, assuming ¢, = ya;»

X 982 x 107)(63.7)"2 5
X, 21073710012 T

u

This means that the 2 wt% Cu—Al vapor stream requires a melt with a
15:1 molar ratio of Al to Cu. In order to compensate for the preferential
vaporization of Al the original melt composition must be enriched to 13.6
wt% Cu. But the calculation only holds for the first instant of time. With
successive loss of the more volatile melt component, the evaporant flux
changes in concert, and if nothing is done a graded film of varying
composition will deposit, i.e., the desired stoichiometry at the substrate
interface, and layers increasingly richer in Cu above it. Clearly, the desired
steady-state deposition of alloys having uniform composition is not sustain-
able, and this fact is a potential disadvantage of evaporation methods.

3.2.4 MAINTAINING MELT STOICHIOMETRY

Although it may be undesirable from a theoretical standpoint to use a
single source to evaporate alloy films, if the melt volume is sufficiently large,
fractionation-induced melt composition changes may be small enough to
yield acceptable films. There are at least two other ways to cope with
fractionation in melts. Even though they are more complicated to deal with
than a single melt source, both have been implemented practically. The first
is to evaporate from two (or more) independent pure metal melts main-
tained at different temperatures. This of course means two (or more) of
everything, i.e., two sources with separate power supplies, two shutters, two
evaporation rate monitors, but one film-thickness monitor. Molecular beam
epitaxy capitalizes on such multisource systems to deposit films possessing
excellent stoichiometry and high crystalline perfection.

In the second method, the melt composition of a single source is
continuously adjusted through external mass additions. This has the effect
of replenishing the loss of the more volatile species and maintaining a
constant melt height, which would otherwise recede. Eventually the desired
steady-state evaporation flux ratio is established. Consider, for example, a
solid alloy wire of composition A; _yB, being fed into a melt at a constant
volumetric rate Vr (cm?/s) where it is desired to preserve the vapor flux ratio
®, /Dy given above. Following Smith (Ref. 8) we note that when steady state
is reached, the evaporant flux ratio is equal to the feed mass ratio in the wire
or ®, /0y = (1 — Y)/Y. If we assume that y, /y; = 1, then Eq. 3-11 and a bit
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of algebra yields a steady-state melt composition of B, X¢(B), given by

— Y)Py(0)(M)'2] !
YP,(0)(Mp)' '

X(B) = {1 ;4 (3-12)

At any instant of time a fraction (X;/X4(B)) of the number of B atoms
added per second

vy o WY Xy
Q Q | X(B)

is lost by evaporation. The remainder accumulates in the melt at a rate given
by V/QdX/dt, where Q is the atomic volume (cm?®/atom) and V is the melt

volume (cm?), which is held constant. As a result, the mass balance can be
written as

(3-13)

VY VY[ X, VdXg
Q Q|XB)| Qd’

This differential equation can be readily integrated assuming the initial
condition, at t = 0, X5 = Y. The result is (see Eq. 2-20)
X, — X4(B) V.Yt
Y — X¢(B) VX((B)

(3-14)

and predicts an exponential decay of the melt composition to the steady-
state value. Higher wire-feed rates hasten the time for steady-state evapor-
ation, whereas larger melts extend this time. Note that the steady-state melt
composition differs from both X, and Y and is a function of V..

3.3 FILM THICKNESS UNIFORMITY
AND PURITY

3.3.1 DEPOSITION GEOMETRY

Deposition of thin films involves consideration of both the source of
evaporant atoms and the substrates upon which they impinge. In this
section aspects of the deposition geometry including the characteristics of
evaporation sources and the orientation and placement of substrates will be
discussed. Source—substrate geometry, in turn, influences film uniformity, a
concern of paramount importance that will be treated subsequently. Evap-
oration from a point source is the simplest of situations to model. In this
case evaporant particles are imagined to originate from an infinitesimally
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POINT SOURCE

Figure 3-4 Evaporation from (a) point source, (b) surface source.

small region (d4,) of a spherical source of surface area 4, with a uniform
mass evaporation rate as shown in Fig. 3-4a. The total evaporated mass M,
is then given by the double integral

t
Me:f J T, dA,dt. (3-15)
0J4,

Of this amount, mass dM, falls on the substrate of area dA,. Since the
projected area dA, on the surface of the sphere is dA4_, with dA, = dA; cos 0,
the proportionality holds that dM: M, = dA,: 4nr?. Finally,

dM, M, cosf
dA,  4nr?

S

(3-16)

is obtained where 6 is the angle between the vector from the origin to the
planar substrate and the vector representing the substrate normal. On a
per-unit time basis we speak of the film deposition rate R (atoms/cm?-s), a
term that has the same units as @ and is referred to often in this book. The
deposition varies with the geometric orientation of the substrate and with
the inverse square of the source—substrate distance. Substrates placed
tangent to the surface of the receiving sphere would be coated uniformly
irrespective of placement since § = 0 and cos 8 = 1.

An evaporation source employed in the pioneering research by Knud-
sen made use of an isothermal enclosure with a very small opening
through which the evaporant atoms or molecules effused. These effusion or
Knudsen cells are frequently employed in molecular-beam epitaxy deposi-
tion systems where precise control of evaporation variables is required.
Kinetic theory predicts that the molecular flow of the vapor through the
hole is directed according to a cosine distribution law, and this has been
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verified experimentally. The mass deposited per unit area is therefore given
by

dM, M, cos ¢ cosf
da, nr?

S

(3-17)

and is now dependent on two angles that are defined in Fig. 3-4b. These
correspond to the evaporant emission angle ¢ and the deposition or
receiving angle 6. Evaporation from an extended area or surface source is
also modeled by Eq. 3-17. Physically, the extended source is a superposition
of many point sources that stongly contribute to the vapor stream where ¢
is close to zero degrees, accounting for the vertically directed lobe-shaped
emission; however, in the ¢ = 90° direction there is no emission. Boat
filaments and wide crucibles containing a pool of molten material to be
evaporated approximate surface sources in practice.

From careful measurements of the angular distribution of film thick-
ness, it has been found that rather than a cos ¢ dependence, a cos”" ¢
evaporation law is more realistic in many cases. As shown in Fig. 3-5, n is
a number that determines the geometry of the lobe-shaped vapor cloud and
the angular distribution of evaporant flux from such sources. When n is
large, the vapor flux is highly directed. Physically n is related to the
evaporation crucible geometry and scales directly with the ratio of the melt
depth (below top of crucible) to the melt surface area. Deep, narrow
crucibles with large n have been employed to confine evaporated radioactive
materials to a narrow angular spread in order to minimize chamber
contamination. The corresponding deposition equation for such sources is

. 20 <0-
N S0
Ky S .
S 1 3
) ; 0.
S 3 )
23 3 °.
. 5 Y
N 6 =
n
8 <]

90°

T

100 87654321012.3.45.6.7.8.910
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Figure 3-5 Calculated lobe-shaped vapor clouds with various cosine exponents. (From Ref. 9.)
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(Ref. 9)

dM, M (n + 1) cos" ¢ cos 0

= fs ., n=0. (3-18)

As the source becomes increasingly directional, the receiving surface area
effectively exposed to evaporant shrinks (i.e., 4rr?, nr?, and 2mr?/(n + 1) for
point, cos ¢, and cos" ¢ sources, respectively).

3.3.2 FILM THICKNESS UNIFORMITY

Maintaining thin-film thickness uniformity is always desirable, but not
necessarily required; yet it is absolutely essential for microelectronic and
many optical coating applications. For example, thin-film, narrow-band
optical interference filters require a thickness uniformity of +1%. This poses
a problem particularly if there are many components to be coated or the
surfaces involved are large or curved. Utilizing formulas developed in the
previous section, the thickness distribution can be calculated for a variety of
important source—substrate geometries. Consider evaporation from point
and surface sources onto a parallel plane-receiving substrate surface as
indicated in the insert of Fig. 3-6. The film thickness d is given by dM_/p dA,

1.0
\'\
08 \ SUBSTRATE |
\ (2]
\
N h r
0.6 )
\ [0)
d/d g
0 N SOURCE
LY
0 " POINT
N SOURCE
/ =
0.2 S
SURFACE L
SOURCE S
| | | ——
o} 0.5 1.0 1.5 20
¢/h

Figure 3-6 Film thickness uniformity for point and surface sources. (Insert) Geometry of
evaporation onto parallel plane substrate.
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where p is the density of the deposit. For the point source (Eq. 3-16)
d_]VIecosG_ Mh M h
~ 4mpr?  dmprd  Amp(h? + 12327

after noting that r = (h* + [)"/?. The thickest deposit (d,) occurs at [ = 0 in
which case d, = M, /4nph* and thus,

d 1

(3-19)

e — 3-20
&~ L+ (e (20
Similarly, for the surface source
M,cosOcos¢p M, hh M h?
d= 3 e il T R (3-21)
npr wpr-rr  wph® + I%)

since cos 6 = cos ¢ = h/r. When normalized to the thickest dimensions or
dO = Me/nphz,

4__ 1
do {1+ U/m2}>"

A comparison of Egs. 3-20 and 3-22 is made in Fig. 3-6, where it is apparent
that less thickness uniformity can be expected with the surface source.

A couple of practical examples (Ref. 10) will demonstrate how these
film-thickness distributions are used in designing source—substrate geomet-
ries for coating applications. In the first example suppose it is desired to
coat a 150-cm-wide strip utilizing two evaporation sources oriented as
shown in the insert of Fig. 3-7. If a thickness tolerance of +10% is required,
what should the distance between sources be and how far should they be
located from the substrate? A superposition of solutions for two individual
surface sources (Eq. 3-22) gives the thickness variation shown graphically in
Fig. 3-7 as a function of the relative distance r from the center line for
various values of the source spacing, D. All pertinent variables are in terms
of dimensionless ratios r/h, and D/h,. The desired tolerance requires that
d/d, stay between 0.9 and 1.1, and this can be achieved with D/h, = 0.6
yielding a maximum value of r/h, = 0.87. Since r = 150/2 =75 cm, h, =
75/0.87 =86.2 cm. Therefore, the required distance between sources is
2D = 2x0.6 x 86.2 = 103.4 cm. Other solutions exist but we are seeking the
minimum value of h,. It is obvious that the uniformity tolerance can always
be realized by extending the source—substrate distance, but this is wasteful
of evaporant.

As a second example consider a composite optical coating where a +1%
film thickness variation is required in each layer. The substrate is rotated to
even out source distribution anomalies and minimize preferential film

(3-22)
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Figure 3-7 Film thickness uniformity across a strip employing two evaporation sources for
various values of D/h,. (From Ref. 10.)

growth, which can adversely affect coating durability and optical properties.
Since multiple films of different composition will be sequentially deposited,
the necessary fixturing requires that the sources be offset from the axis of
rotation by a distance R = 20 cm. How high above any given source should
a 25 cm diameter substrate be rotated to maintain the desired film toler-
ance? The film thickness distribution in this case is a complex function of
the three-dimensional geometry that, fortunately, has been graphed in Fig.
3-8. Reference to this figure indicates that the curve h,/R = 1.33 in conjunc-
tion with /R = 0.6 will generate a thickness deviation ranging from about
—0.6 to +0.5%. On this basis, the required distance is h, = 1.33 x 20 =
26.6 cm.

A clever way to achieve thickness uniformity, however, is to locate both
the surface evaporant source and the substrates on the surface of a sphere
as shown in Fig. 3-9. In this case the isosceles triangle defining the
deposition geometry means that § = ¢, and cos § = cos ¢ = r/2r,. There-
fore, Eq. 3-17 becomes

dM, M, r r M
e — =" 3-23
dA, 7r*2ry2r, 4mr} (3-23)
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Figure 3-8 Calculated film thickness variation across the radius of a rotating disk. (From Ref.
10.)

The resultant deposit thickness is a constant clearly independent of angle.
Use is made of this principle in planetary fixtures that hold circular
substrates to be coated with metal (metallized) by evaporation. To further
promote uniform coverage the planetary fixture is rotated during deposi-
tion. Physically, deposition thickness uniformity is achieved because short
source—substrate distances are offset by unfavorably large vapor emission
and deposition angles. Alternatively, long source—substrate distances are
compensated by correspondingly small emission and reception angles.
Uniformity of columnar grain microstructure, e.g., tilt, is not preserved,
however, because of variable flux incidence angle (see Section 9.2.2). For
sources with a higher degree of directionality (i.e., where cos” ¢ rather than
cos ¢ is involved), the reader can easily show that thickness uniformity is no
longer maintained.

Two principal methods for optimizing film uniformity over large areas
involve varying the geometric location of the source and interposing static
as well as rotating shutters between evaporation sources and substrates.
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Figure 3-9 Evaporation scheme to achieve uniform deposition. Source and substrates lie on
sphere surface of radius r,,.

Computer calculations have proved useful in locating sources and designing
shutter contours to meet the stringent demands of optical coatings. Film-
thickness uniformity cannot, however, be maintained beyond =+ 1% because
of insufficient mechanical stability of both the stationary and rotating
hardware.

In addition to the parallel source—substrate configuration, calculations of
thickness distributions have also been made for spherical as well as conical,
parabolic, and hyperbolic substrate surfaces (Ref. 9). Similarly, cylindrical,
wire, and ring evaporation source geometries have been treated (Ref. 11).

3.3.3 CONFORMAL COVERAGE OF STEPS AND TRENCHES

An important issue related to film uniformity is the conformal coverage
of nonplanar substrate features. Such situations arise primarily in the
fabrication of integrated circuits where semiconductor contact films, inter-
connection metallizations, and intervening dielectric films are deposited over
a terrain of intricate topography where steps, holes, and trenches abound.
When a film of the same thickness coats the horizontal as well as vertical
surfaces of substrates, we speak of conformal coverage. On the other hand,
coverage will not be uniform when physical shadowing effects cause unequal
deposition on the top and side walls of steps. Inadequate step coverage can
lead to minute cracks in metallizations and has been shown to be a source
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of failure in device reliability testing. Such thinned regions on conducting
stripes exhibit greater Joule heating, which sometimes fosters early burnout.
Step-coverage problems have been shown to be related to the profile of the
substrate step as well as to the evaporation source—substrate geometry. The
simplest model of evaporation from a point source onto a stepped substrate
results in either conformal coverage or a lack of deposition in the step
shadow as shown schematically in Fig. 3-10 (top). Line-of-sight motion of
evaporant atoms and sticking coefficients of unity can be assumed in
estimating the extent of coverage.

Two important needs of integrated-circuit metallization technology are
to conformally line deep dielectric substrate trenches, contact holes, and

"% SOURCE

SUBSTRATE

\\\\\\\\3
v

INCIDENT DEPOSITION
FLUX

Figure 3-10 (top) Schematic illustration of film coverage of stepped substrate. A, Uniform
coverage; B, poor sidewall coverage; C, lack of coverage—discontinuous film. (bottom)
Formation of a keyhole void in a high aspect ratio via during sputtering. (From Ref. 12.)
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vias, as well as completely fill them with metal (Ref. 13). Even though
sputtering and chemical vapor deposition processes are largely employed for
such purposes, some of the issues involved also apply to evaporated films.
The trenches to be coated have aspect ratios AR (depth to width) greater
than unity and are typically a few hundred nanometers in diameter and
several times deeper. Achieving conformal coverage and filling of deep
narrow channels is a particular challenge particularly if atoms deposit from
multiple sources or directions because of scattering from gases (as in
sputtering). In such cases arriving atoms coat the channel orifice preferen-
tially as shown in Fig. 3-10 (bottom). The resulting film overhang shadows
the deeper recesses of the trench so that while material deposits on the
bottom, very little accumulates on the side walls. A “breadloaf” film
topography evolves that tends to choke off further deposition in the trench.
As a consequence a void may be trapped within, leading to a defective
“keyhole” structure. Collimation of the arriving atomic flux and heated
substrates favor deeper and more conformal trench penetration, the former
by minimizing shadowing and the latter by promoting surface and bulk
diffusion of atoms.

Computer modeling of step coverage has been performed for the case in
which the substrate is located on a rotating planetary holder (Ref. 13). In
Fig. 3-11 coverage of a 1 um wide, 1 um high square channel test pattern
with 5000 A of evaporated Al is simulated. For the symmetric orientation
(left) the region between the pattern stripes always manages to “see” the
source and this results in a small plateau of the full film thickness at the
channel bottom. In the asymmetric orientation (right), however, the substra-
te stripes cast a shadow with respect to the source, biasing the deposition in
favor of unequal sidewall coverage. Comparisons with experimentally de-
posited films are generally in good agreement with the computer models. In
generating the simulated film profiles surface migration of atoms was
neglected, which is a valid assumption at low substrate temperatures.
Heating the substrate increases surface diffusion of depositing atoms, thus
promoting coverage by filling potential voids as they form. We shall return
to trench lining and filling issues subsequently, particularly by considering
strategies to accomplish coverage during sputtering (Chapter 5), and by
examining the microstructure of such deposits (Chapter 9).

3.3.4 FILM PURITY

The chemical purity of evaporated films is dependent on the nature and
level of impurities that (1) are initially present in the source, (2) contaminate
the source from the heater, crucible, or support materials, and (3) originate
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Figure 3-11 Comparison of simulated and experimental Al film coverage of 1 um line step and
trench features. (Left) Orientation of most symmetric deposition. (Right) Orientation of most
asymmetric deposition. [Reprinted with permission from Cowan Publishing Co., from C. H.
Ting and A. R. Neureuther, Solid State Technol. 25(2), 115 (1982).]

from the residual gases present in the vacuum system. In this section only
the effect of residual gases on film purity will be addressed. During deposi-
tion the atoms and molecules of both the evaporant and residual gases
impinge on the substrate in parallel, independent events. Dimensional
analysis shows that the evaporant vapor impingement rate is pN,d/M,
atoms/cm?-s where p is the film density and d is the deposition rate (cm/s).
Simultaneously, gas molecules impinge at a rate given by Eq. 2-9. The ratio
of the latter to former impingement rate is the gas impurity concentration
C,; or

582 x 1072PM,
L (M) Ppd
Terms M, and M, refer to evaporant and gas molecular weights, respec-
tively, and P is the residual gas vapor pressure in torr.

(3-24)
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Table 3-2

Maximum Oxygen Concentration in Tin Films Deposited at
Room Temperature

Deposition rate (A/s)

Py, (torr) 1 10 100 1000
107° 1073 1074 1073 10~¢
1077 107! 1072 1073 1074
1073 10 1 107! 1072
1073 103 10? 10 1
From Ref. 14.

Table 3-2 illustrates the combined role that deposition rate and residual
gas pressure play in determining the oxygen level that can be incorporated
into tin films (Ref. 14). Although the concentrations are probably overesti-
mated because the sticking probability of O, is of the order of 0.1 or less,
the results have several important implications. In order to produce very
pure films, it is important to deposit at very high rates while maintaining
very low background pressures of residual gases such as H,0O, CO,, CO,
0O,, and N,. Neither of these requirements is too formidable for vacuum
evaporation where deposition rates from electron beam sources can reach
1000 A/s at chamber pressures of ~10~8 torr.

On the other hand, in sputtering processes, discussed in Chapter 5,
deposition rates are typically about two orders of magnitude lower and
chamber pressures four orders of magnitude higher than for evaporation.
Therefore, the potential exists for producing films containing high gas
concentrations. For this reason sputtering was traditionally not considered
to be as “clean” a process as evaporation. Considerable progress has been
made in the past two decades, however, with the commercial development of
high-deposition-rate magnetron sputtering systems, operating at somewhat
lower gas pressures in cleaner vacuum systems. In the case of aluminum
films, comparable purities appear to be attained in both processes. Lastly,
Table 3-2 suggests that very high oxygen incorporation occurs at residual
gas pressures of 1072 torr. Advantage of this fact is taken in reactive
evaporation processes where intentionally introduced oxygen serves to
promote reactions with the evaporant metal in the deposition of oxide films.

The presence of oxygen and nitrogen impurities within pure metal films
sometimes has a pronounced effect in degrading electrical conductivity and
optical reflectivity as well as other properties, e.g., hardness.
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3.4 EVAPORATION HARDWARE
3.4.1 ELECTRICALLY HEATED EVAPORATION SOURCES

This section describes some of the hardware and techniques used to
electrically heat sources for the efficient evaporation of thin films. Discussed
are the widely used resistance, induction, and electron-beam heating
methods. The overwhelming bulk of evaporated thin films deposited com-
mercially for electrically, optically, and mechanically functional applications
are deposited by these methods or variants of them. The first sources used
to heat evaporants relied on the Joule heating of metal filaments. Clearly,
such heaters must reach the temperature of the evaporant in question while
having a negligible vapor pressure in comparison. Ideally, they should not
contaminate, react with, or alloy with the evaporant, or release gases such
as oxygen, nitrogen, or hydrogen at the evaporation temperature. These
requirements have led to the development and use of resistance-heated
evaporation sources used singly or with inert oxide or ceramic-compound
crucibles. Some of these are shown in Fig. 3-12. They can be divided into
the following important categories.

3.4.1.1 Tungsten Wire Sources

These sources are in the form of individual or multiply stranded wires
twisted into helical or conical shapes. Helical coils are used for metals that
wet tungsten readily; the conical baskets are better adapted to contain
poorly wetting materials. In the former case, metal evaporant wire is
wrapped around or hung from the tungsten strands and the molten beads
of metal are retained by surface tension forces. Tungsten filaments can be
operated up to about 2200 K before they begin to fail rapidly.

3.4.1.2 Refractory Metal Sheet Sources

Tungsten, tantalum, and molybdenum sheet metal sources, like the wire
filaments, are self-resistance heaters that require low-voltage, high-current
power supplies. These sources have been fabricated into a variety of shapes
including the dimpled strip, boat, canoe, and deep-folded configurations.
Deep-folded boat sources have been used to evaporate MgF, and powder
mixtures of metals and metal oxides for coating ophthalmic lenses in
batch-type evaporators.
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Figure 3-12 Assorted resistance heated evaporation sources. (Courtesy of R. D. Mathis
Company.)

3.4.1.3 Sublimation Furnaces

In order to evaporate sulfides, selenides, and some oxides efficiently,
sublimation furnaces are employed. The evaporant materials in powder
form are pressed and sintered into pellets and heated by surrounding radiant
heating sources. To avoid the spitting and ejection of particles caused by
evolution of gases occluded within the source compacts, baffled heating
assemblies are used. These avoid direct line-of-sight access to substrates, and
evaporation rates from such sources tend to be constant over extended
periods of time. The furnaces are typically constructed of sheet tantalum
that is readily cut, bent, and spot welded to form heaters, radiation shields,
supports, and current bus strips.
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3.4.1.4 Crucible Sources

Among the common evaporant containers are cylindrical cups composed
of oxides, pyrolytic BN, graphite, and refractory metals, fabricated by hot
pressing powders or machining bar stock. These crucibles are normally
heated by external tungsten-wire resistance heating elements wound to fit
snugly around them.

Other crucible sources rely on high-frequency induction rather than
resistance heating. In a configuration resembling a transformer, high-fre-
quency currents are induced in either a conducting crucible or evaporant
charge serving as the secondary, resulting in heating. The powered primary
is a coil of water-cooled copper tubing that surrounds the crucible. As an
example of induction heating, aluminum has been commercially evaporated
from BN or BN/TiB, composite crucibles.

Another category of crucible source consists of a tungsten wire resistance
heater in the form of a conical basket that is encased in Al,O; or refractory
oxide to form an integral crucible—heater assembly. Such crucibles fre-
quently serve as evaporant sources in laboratory-scale film deposition
systems.

3.4.1.5 Estimating the Temperature of Resistance Heaters

In the design of electrical heaters for evaporation systems it is important
to estimate the temperature of heated filaments. Under simplifying assump-
tions it is possible to draw connections between the electrical power (2)
supplied and the filament temperature reached. We start by noting that 2
is simply given by iR or alternately by V?/R where i, V, and R are the
current, voltage, and resistance, respectively. For a wire filament of length
L and cross-sectional area A, 2 can be written as

2 = i2R = i2p(0)[ T/T(0)]"L/A.. (3-25)

This equation assumes that the electrical resistivity, p(T), of metals can be
approximated over a broad high-temperature (T) range by the relation
p(T) = p(O)LT/T(0)]", where p(0) is the value at reference temperature 7(0),
and n is a constant generally close to 1. In tungsten, for example, p(0) = 5.5
x 1078Q-m, T(0) = 293 K, and n = 1.20. It is therefore apparent that T can
be calculated once the resistor dimensions and power delivered are known.
In a complementary approach, T may be estimated assuming that all of the
input electrical power dissipated is thermally radiated from the filament
surface. In this case the Stefan—Boltzmann law yields the defining equation
for the radiated power (%)),

P. = ecA(T* — T(0)*), (3-26)
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where ¢ is the emissivity, ¢ is Stefan’s constant (¢ = 5.67 x 1078 W/m?-K*),
and A, is the filament surface area. It should be noted that both Egs. 3-25
and 3-26 are primarily applicable to straight rather than coiled filaments
whose complex geometries promote concentrated heating effects and higher
filament temperatures for the same power level.

3.4.2 ELECTRON-BEAM EVAPORATION

3.4.2.1 Hardware and Process Environment

Disadvantages of resistively heated evaporation sources include contami-
nation by crucibles, heaters, and support materials and the limitation of
relatively low input power levels. This makes it difficult to deposit pure films
or evaporate high-melting-point materials at appreciable rates. Electron-
beam (e-beam) heating eliminates these disadvantages and has, therefore,
become the preferred vacuum evaporation technique for depositing films. In
principle, this type of source enables evaporation of virtually all materials
over a wide range of practical rates. As indicated in Fig. 3-13, the evaporant
charge is placed in either a water-cooled crucible or in the depression of a
water-cooled copper hearth. The purity of the evaporant is assured because
only a small amount of charge melts or sublimes so that the effective crucible
is the unmelted skull material next to the cooled hearth. For this reason
there is no contamination of the evaporant by Cu. Multiple source units are
available for either sequential or parallel deposition of more than one
material.

In the most common configuration of the gun source, electrons are
thermionically emitted from heated filaments that are shielded from direct
line of sight of both the evaporant charge and substrate. Film contamination
from the heated cathode filament is eliminated this way. The cathode
potential is biased negatively with respect to a nearby grounded anode by
anywhere from 4 to 20 kilovolts, and this serves to accelerate the electrons.
In addition, a transverse magnetic field is applied that serves to deflect the
electron beam in a 270° circular arc and focus it on the hearth and
evaporant charge at ground potential. The reader can verify the electron
trajectory through the use of the left-hand rule. This states that if the thumb
is in the direction of the initial electron emission and the forefinger lies in
the direction of the magnetic field (north to south), then the middle finger
indicates the direction of the force on the electron and its resultant path at
any instant.

At the higher evaporation rates, including those usually employed in
practice, the vapor just above the hearth approximates a high-pressure
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Figure 3-13 Multihearth electron-beam evaporation unit with accompanying top and side
view schematics. Courtesy of Temescal unit of Edwards High Vacuum International, a division
of the BOC Group, Inc.
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viscous cloud of very hot evaporant. The complex energy transfer between
electronic excitation and translational motion of vapor atoms in this region,
and its effect on flow to the substrate, has been modeled for e-beam
evaporated titanium (Ref. 15). As suggested by Fig. 3-14, the region beyond
this dense cloud is at much lower pressure and so we may assume molecular
flow prevails. Thus, instead of evaporant particles being beamed from
various points on the flat source surface, they appear to originate from the
perimeter of the viscous cloud. In comparison to the previously considered
evaporation geometries the effective or virtual source plane has moved away
from the melt surface toward the substrate. This is why the source—substrate
distance in Figs. 3-7 and 3-8 that must be used in all calculations is the
virtual distance h,. The ratio h/h,, where h is the actual source—substrate
distance, depends on the evaporation rate and a value of 0.7 is not unusual.

Two problems associated with electron-beam sources are “beam curling”
and nonuniform beam density. If the magnetic field is improperly designed,
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Figure 3-14 Schematic depiction of the regions of viscous and molecular flow around an
electron-beam evaporation source. (From Physical Vapor Deposition, edited by R. J. Hill.
Temescal, BOC Group, 1986. Reprinted with the permission of Russell J. Hill.)
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the electron beam may not impinge on the charge surface normally but at
some angle to it so that the electron trajectory curls. As a result the emitted
vapor distribution shifts with time, and films with unpredictable and
variable thicknesses deposit. To optimize evaporation conditions, provision
is made for altering the size of the focal spot and for electromagnetically
scanning the beam. This prevents spattering of liquid and deep drilling
or tunneling into sources that sublime. Sweeping the beam also minimizes
the problem of evaporating only a small amount of material before the
bottom of the crucible is reached; in this way there is better utilization of
materials.

3.4.2.2 Thermal Power and Heating Effects

It is instructive to estimate the total power that must be delivered by the
electron beam to the charge in order to compensate for the following heat
losses incurred during evaporation of 10'® atoms/cm?-s (Ref. 16).

1. The power density Z¢ (W/cm?) that must be supplied to account for
the heat of sublimation AHg (eV) is

P = 10'8(1.6 x 10 1°)AH, = 0.16AH;. (3-27a)

2. The kinetic energy of evaporant is 3k, T; per atom so that the required
power density, Z,, is

P, = 1083)(1.38 x 107 23)T; = 2.07 x 10 5T; (3-27b)

where 7T is the source temperature.
3. The radiation heat loss density is

P =567 x 107 2(T¢ — T (3-27¢)

where ¢ is the source emissivity at T, and T, = 293 K.

4. Heat conduction through a charge of thickness [ into the hearth
dissipates a power density, Z,, equal to

- T,— T

K S 0

P, = ;i (3-27d)
where « is the thermal conductivity of the charge. For the case of Au at
To=1670 K where AHg=3.5¢V,e~0.4,and [ =1cm and x =3.1 W/cm-K,
the corresponding values are Zg = 0.56 W/cm?, 2, = 0.034 W/cm?, 2, =
17.6 W/cm?, and 2, = 4.3 kW/cm?. Clearly the overwhelming proportion of
the power delivered by the electron beam is conducted through the charge
to the hearth. In actuality, power densities of ~10 kW/cm? are utilized in
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melting metals, but such levels would damage dielectrics that require
perhaps only 1-2 kW/cm?. A more practical measure of the energy
required for e-beam evaporation is given in units of kW-h/kg. For
example, it has been observed that 2.35 kg of a Ti—-6Al-4V alloy evapor-
ates each hour for an input power level of 70kW; thus the specific
energy is 29.8 kW-h/kg. Greater heating efficiency is possible by using
refractory, thermally insulated liners that reduce the heat flow into the
hearth. However, the greater risk of melt contamination is a disadvantage
of liners.

Another way to view the energetics of evaporation is to consider heat
losses from sources as they are powered (Ref. 10). At low energy-densities
and low temperatures, heat loss occurs through conduction and convection
in the evaporant. As the energy density and temperature increase, heat loss
through radiation and vaporization become more significant. The loss due
to radiation, which varies as the fourth power of temperature (Eq. 3-26), is
eventually overtaken by that due to the vaporization rate, which varies
exponentially with temperature (Egs. 3-3, 3-7). Thus every material has a
temperature where energy transfer by radiation equals that by evaporation.
For example, copper with a melting point of 1357 K has a crossover
temperature of 1789 K, while chromium with a melting point of 2176 K has
a crossover temperature of 1885 K. The fact that Cr sublimes when heated,
while Cu must be molten prior to evaporation reflects the opposing trends
in crossover temperature for these metals.

3.4.2.3 Modification of Films

Lastly we briefly consider two additional issues related to the modifica-
tion of film properties induced by e-beam evaporation. The first concerns
evaporant ion bombardment of the growing film. Any time electron beams
possessing energies of 5—10 keV impact neutral vapor atoms or molecules
we may be certain that ionization will occur. This is true of the evaporant
atoms, and they acquire a positive charge upon ionization (see Eq. 4-1);
typically, the degree of ionization ranges from 0.01 to 0.1. Compared to
thermal energies (~0.1¢V) of evaporant atoms, such ions are perhaps
100-fold more energetic. If the substrate is negatively biased these ions will
bombard it and promote impurity removal, film adhesion, and densification.
Such beneficial outcomes also arise in assorted plasma-based deposition
processes discussed in Chapter 5.

The second issue of interest is the generation of characteristic X-rays from
atoms in the evaporant source. This stems from the fact that the electron-
beam gun has all of the features of an X-ray tube, ie., filament for
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thermionic emission, anode target (source), high DC voltage supply, and
vacuum ambient. The emitted X-rays of relatively low energy (~ 10 keV or
less) do not generally pose a health hazard because they are too soft to
penetrate the chamber walls. But they do impinge on the growing film and
while metals are unaffected, sensitive dielectrics can be damaged by X-rays.
For example, electronic defects, ¢.g., broken bonds and electron traps, can
be generated in thin gate oxide (Si0O,) films of field-effect transistors as a
result of such irradiation.

3.4.3 DEPOSITION TECHNIQUES

By now, films of virtually all important materials have been prepared by
physical vapor deposition techniques. A practical summary (Refs. 17, 18) of
vacuum evaporation methods is given in Table 3-3, where recommended
heating sources and crucible materials are listed for a number of metals,
alloys, oxides, and compounds. The data on electron-beam evaporated
materials from Ref. 17 are noteworthy and invite comparisons because all
film depositions were made in a single system (18-inch bell jar), with a
constant source—substrate distance (40 cm), a common base pressure (less
than 5 x 107 ° torr), and with the same e-gun and power supply (6 kW).
Such a system is schematically depicted in Fig. 2-12 and would additionally
contain shutters and a film thickness monitor (Section 10.2.5.2) positioned
close to the substrate. For evaporation of optical film materials, i.e., oxides,
fluorides, sulfides, selenides, and tellurides, the reader will find the data
and information listed in Ref. 18 useful. Prior to settling on a particular
vapor phase deposition process, both PVD and CVD options together with
the numerous hybrid variants of these methods should be weighed. Para-
mount attention should be paid to film quality and properties and to the
equipment costs necessary to achieve them. If, after all, vacuum evaporation
is selected, modestly equipped laboratories may wish to consider the
resistively heated sources before the more costly electron beam or induction
heating alternatives.

The structure of a chromium film, electron-beam evaporated under
conditions comparable to those noted above, is shown in Fig. 3-15.
Irrespective of class of material, whether deposited by PVD or CVD
methods, or deposition temperature (within limits), it is quite remarkable
that a columnar-like film structure prevails. Physical reasons for the
structural and morphological evolution of depositing films will be subse-
quently addressed in later chapters. Until then it should be borne in mind
that film grains produced by the evaporation processes we now consider will
for the most part usually possess a columnar morphology.
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Table 3-3

Evaporation Characteristics of Materials

Minimum Recommended Deposition Power

evaporation State of crucible rate (kW)
Material temperature®  evaporation material (AJs) (e-beam”)
Aluminum 1010 Melts BN 20 5
AL, O, 1325 Semimelts 10 0.5
Antimony 425 Melts BN, Al,O, 50 0.5
Arsenic 210 Sublimes ALO, 100 0.1
Beryllium 1000 Melts Graphite, BeO 100 L5
BeO Melts 40 1.0
Boron 1800 Melts Graphite, WC 10 1.5
BC Semimelts 35 1.0
Cadmium 180 Melts Al O3, quartz 30 0.3
CdS 250 Sublimes Graphite 10 0.2
CaF, Semimelts 30 0.05
Carbon 2140 Sublimes 30 1.0
Chromium 1157 Sublimes w 15 0.3
Cobalt 1200 Melts AL O,, BeO 20 2.0
Copper 1017 Melts Graphite, ALLO, 50 0.2
Gallium 907 Melts AL O,, graphite
Germanium 1167 Melts Graphite 25 3.0
Gold 1132 Melts ALLO;, BN 30 6.0
Indium 742 Melts ALO, 100 0.1
Iron 1180 Melts ALO,, BeO 50 2.5
Lead 497 Melts AL O, 30 0.1
LiF 1180 Melts Mo, W 10 0.15
Magnesium 327 Sublimes Graphite 100 0.04
MgF, 1540 Semimelts ALO, 30 0.01
Molybdenum 2117 Melts 40 4.0
Nickel 1262 Melts ALO, 25 2.0
Permalloy 1300 Melts AL O, 30 2.0
Platinum 1747 Melts Graphite 20 4.0
Silicon 1337 Melts BeO 15 0.15
SiO, 850 Semimelts Ta 20 0.7
SiO 600 Sublimes Ta 20 0.1
Tantalum 2590 Semimelts 100 5.0
Tin 997 Melts Al O, graphite 10 2.0
Titanium 1453 Melts 20 1.5
TiO, 1300 Melts " 10 1.0
Tungsten 2757 Melts 20 5.5
Zinc 250 Sublimes AL O, 50 0.25
ZnSe 660 Sublimes Quartz
ZnS 300 Sublimes Mo
Zirconium 1987 Melts w 20 5.0

“Temperature (°C) at which vapor pressure is 10~ # torr.
®For 10 kV, copper herth, source—substrate distance of 40 cm.
Adapted from Refs. 17 and 18.
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Figure 3-15 Cross-sectional scanning electron micrograph of a 1-um-thick electron-beam
evaporated Cr film. The substrate was rotated effectively ensuring normal vapor incidence.
(From N. Kuratani, A. Ebe, and K. Ogata, J. Vac. Sci. Technol. A19, 153 (2001), Fig. 7.
Reprinted by permission.)

3.5 EVAPORATION PROCESSES
AND APPLICATIONS

3.5.1 SCOPE

The chapter closes by focusing on a few rather different evaporation
processes. Pulsed laser deposition (PLD), a new unconventional evapor-
ation technique, is the first. Although it has been largely limited to
laboratory investigations of small-area films, it has the very desirable
capability of producing stoichiometric multicomponent films. Because of its
ability to deposit ceramic films it is given considerable attention here. In
contrast, web coating is commercially used to coat extremely large substrate
areas. Because large amounts of evaporant are required, the high deposition
rates needed are generally provided by electron-beam heating sources. This
section also introduces the relatively recent ion-assisted evaporation process
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that has been widely adopted in optical coating applications. A discussion
of hybrid evaporation techniques that additionally incorporate the use of
plasmas, ion beams, and reactive gases is, however, deferred to Chapter 5,
where the role of the latter can be better appreciated.

3.5.2 PULSED LASER DEPOSITION

3.5.2.1 Introduction

One of the newer techniques for depositing thin films makes use of the
interaction of laser beams with material surfaces (Ref. 19). Lasers were used
in assorted applications involving materials processing (e.g., welding, drill-
ing) and surface modification (e.g., annealing, hardening) before techniques
were developed to capitalize on them as a heat source for the flash
evaporation of thin films. Early experimentation with laser-evaporation
sources in the 1970s culminated in the successful deposition of stoichiomet-
ric, mixed-oxide films by the late 1980s. High-temperature superconductor
films of good quality, in particular, fueled much of this activity, which
continues virtually undiminished to the present day.

3.5.2.2 PLD Process Details

The pulsed laser deposition process is schematically depicted in Fig. 3-16.
In its simplest configuration, a high-power laser situated outside the vacuum
deposition chamber is focused by means of external lenses onto the target
surface, which serves as the evaporation source. Most nonmetallic materials
that are evaporated exhibit strong absorption in the ultraviolet spectral
range between 200 and 400 nm. Absorption coefficients tend to increase at
the shorter wavelengths meaning reduced penetration depths. Correspond-
ingly, lasers that have been most widely used for PLD center around the
solid state Nd3**:YAG (1064 nm) and gas excimer types. In the case of the
former, which can deliver up to ~2 J/pulse at a pulse repetition rate of ~ 30
Hz, the 1064-nm radiation is frequency doubled twice and mixed so that
outputs of 355 and 266 nm are produced. Although attenuated in power
relative to the fundamental output, they are sufficiently intense for PLD
work. Included among the popular gas excimer lasers are the ArF (193 nm),
KrF (248 nm), and XeCl (308 nm) types. Commercial versions of these
deliver outputs of ~ 500 ml/pulse at pulse repetition rates of several hun-
dred Hz.

Irrespective of laser used, the absorbed beam energy is converted into
thermal, chemical, and mechanical energy, causing electronic excitation of
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Figure 3-16 Schematic of PLD system for the deposition of metal oxide films. (From R.
Ramesh, O. Auciello, V. G. Keramidas, and R. Dat in Science and Technology of Electroceramic
Thin Films, O. Auciello and R. Waser, eds. Kluwer, Dordrecht, The Netherlands, 1995.
Reprinted with the permission of the publisher.)

target atoms, ablation and exfoliation of the surface, and plasma formation.
Evaporants form a plume above the target consisting of a motley collection
of energetic neutral atoms, molecules, ions, electrons, atom clusters, micron-
sized particulates, and molten droplets. The plume is highly directional, i.e.,
cos” ¢, where 8 <n < 12, and its contents are propelled to the substrate
where they condense and form a film. Gases, e.g., O,, N,, are often intro-
duced in the deposition chamber to promote surface reactions or maintain
film stoichiometry. A single homogenecous, multiclement target is usually
sufficient for the deposition of individual films, e.g., a sintered powder
compact target to deposit mixed oxide films. However, for the deposition of
layered film structures, multiple sources must be vaporized by the laser
beam. This can be achieved through use of a single laser and beam splitters,
two or more independent lasers emitting simultaneously, or a single laser
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sequentially focused on different multielement targets mounted on a rotating
carousel.

Provision is usually made to minimize the number of gross particulates
ejected as a result of splashing from being incorporated into the depositing
film. Splashing of macroscopic particles during laser-induced evaporation is
a major concern and one of the two significant drawbacks of PLT; the other
stems from the highly directed plume, which makes it difficult to uniformly
deposit films over large substrate areas. The generation of particulates
during splashing is believed to have several origins (Ref. 20). These include
the rapid expansion of gas trapped beneath the target surface, a rough target
surface morphology whose mechanically weak projections are prone to
fracturing during pulsed thermal shocks, and superheating of subsurface
layers before surface atoms vaporize. A common strategy for dealing with
splashing effects is to interpose a rapidly spinning pinwheel-like shutter
between the target and substrate. Acting much like the compressor vanes of
a turbomolecular pump, the slower moving particulates can be batted back,
allowing the more mobile atoms, ions, and molecules to penetrate this
mechanical mass filter.

Window materials, an important component in PLD systems, must
generally satisfy the dual requirement of optical transparency to both visible
and ultraviolet light. Relatively few materials are suitable for this demanding
role, but MgF,, sapphire, CaF,, and UV-grade quartz have served as
suitable window materials.

3.5.2.3 Modeling the PLD Process

Although we can appreciate that a laser of sufficient output power can,
in principle, vaporize any material, we begin by roughly estimating the
minimum laser power needed. Such a calculation properly requires a
detailed analysis of macroscopic heating effects in surfaces modified by laser
irradiation. This subject has been treated analytically (Ref. 21), and it turns
out that two physical lengths, both properties of the irradiated material,
play a critical role in the analysis. The first is the optical-absorption depth
o~ !, a quantity that determines how incident light of intensity I, (J/cm?-s)
is attenuated with depth x beneath the surface. Readers will recognize Beer’s
law, which states that the light intensity at z is given by

I(z) = I,exp — ax. (3-28)

The second is the thermal-diffusion distance, 2(Kt)'/?, a measure of how far
a pulse of heat spreads in time t. By analogy to diffusional spreading (Eq.
1-29) the key materials constant here is the thermal diffusivity, K (cm?/s),
which in turn, is a composite of other constants, i.e., K = x/pc,, where  is
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the thermal conductivity (W/cm-K), p is the density (g/cm?), and ¢, is the
heat capacity (J/g-K). Importantly, both «~! and K are temperature
dependent, and this fact complicates any heating analysis.

A simple boundary-value problem enables an estimate of the temperature
distribution at any point (x) beneath the laser-irradiated surface (x = 0).
The basic heat-conduction equation (note the analogy to Eq. 1-24) and
associated initial and boundary conditions are given by

0T(x, t) 0*T(x, 1)

e K FRea (3-29)
and T(x, 0) = T;, T(co, t) = 0, and x(0T(0, t))/0x = I,(1 — R). Only the last
of these conditions requires comment. It states that the heat flux (W/cm?)
delivered to the surface is provided by the incident laser beam but reduced
by the fraction (R) of the radiation that is reflected. The solution is given by

(1 —R)

T(x,t) =T, + I, {(4Kt/m)'/? exp(—x?/4Kt)— x erfc[x/2(Kt)'/*]}.

(3-30)

For a laser pulse of time t we may assume that Eq. 3-30 holds only for
T>1t>0.

Returning to our objective, the minimum laser power density 2 (J/cm?2-s)
required for evaporation is proportional to the sublimation energy Ug (J/g)
and the size of the heat-affected zone, i.e., 2(Kt)'/?. Specifically, the asso-
ciated energy density is 2Uy(Kt)'/?p (J/cm?). Dividing by the absorption
time,

P = 2UK1)2p/t = 2UK 21712 (W/em?) (3-31)

and is seen to depend strongly on 7. For Ug = 10*J/g, p = 10 g/cm?, K =
0.1 cm?/s, and 7 = 10~ °s (characteristic of Q-switched lasers), 2 = 2 x 10°
W/cm?. This is an extraordinarily large instantaneous power density; actual
densities depend on the laser wavelength and target and are generally lower.
For continuous wave (cw) radiation where the effective dwell time is longer,
a power density as low as 10* W/cm?, similar to that for e-guns, is sufficient
to cause evaporation. Alternatively, thermal modeling (Ref. 22) suggests that
the target begins to melt when the laser fluence reaches ~0.1J/cm?, while
the onset of ablation (i.e., when a forward directed plume appears) requires
an energy density of ~0.4J/cm?.

Another issue of interest is the thickness of material evaporated per laser
pulse. Theoretical estimates are not difficult to make if it can be assumed
that vaporization occurs at the target boiling point, T;. Making use of Eq.
3-3, we note that by dividing by the target density the thickness of material
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evaporated is given by

-2
g =280 T e s, (3-32)
In the case of aluminum at T, =2793 K where P, =760 torr, d=0.0436 m/s.
Similarly for other metals the linear evaporation rate is typically 0.05 m/s.
Therefore, for a 10 ns laser pulse the vaporization depth is 0.5 nm and this
estimate compares with typical values of 1-10 nm/pulse.

A more rigorous analysis (Ref. 23) relates this so-called “thermal sputter-
ing” yield to the vaporizing flux during laser heating. By integrating over
the pulse period where a distribution of evaporation events at different
temperatures (Eq. 3-6) contributes to the overall sputtering, the depth of
material removed (vaporized) per pulse is

Depth/pulse = T~ Y2 exp(—AHy /kyT)dt, (3-33)

P, J“
N/ 2nMky Jo

with n, the atomic density (atoms/cm?). An approximate solution given by
the authors for the depth (nm) per pulse is 1.53 x 10° P, T.'*t/M'?AH,,
where 7T, is the maximum surface temperature and AH,, the heat of
vaporization, is measured in eV. (Note that Ug and AH are comparable in
magnitude.) Calculation shows that boiling temperatures are required for
vaporization rates of 1 nm/pulse. Relative to standard thermal evaporation
where T, is typically 10~ 3 g/cm?-s, the linear material removal rate using
lasers is roughly a factor of 10* greater. During flash evaporation the rapid
rate of material removal provides very little time for atomic segregation;
because of the congruent melting, good stoichiometry is achieved.

Assorted metal and semiconductor surfaces have been ablated using
femtosecond (10~ 1% s) laser pulses (Ref. 24). Through time-resolved optical
microscopy capable of snapping frames every tenth of a picosecond, New-
ton’s rings were observed during the ultrafast ablation process. We recall
from elementary optics that such rings are the result of interference
phenomena, in this case arising from light reflecting off the boiling ablated
material and the solid material underneath. Apparently the metastable
ablating surface becomes nearly transparent (very low absorption) and has
a high index of refraction relative to the solid.

3.5.2.4 Ceramic Films Deposited by PLD

By now virtually every material that has been deposited in thin-film form
from the gas phase by other PVD techniques has also been evaporated by
PLD methods. The most recent and complete compilation of films deposited
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Table 3-4
Ceramic Films Deposited by Pulsed Laser Methods
Property Applications Materials

High-temperature
superconductivity

Ferroelectricity

Ferrimagnetism

Electrochromic effects

Electro-optical effects

Piezoelectricity

Giant magnetoresistance

Thermal and corrosive
stability

Friction and wear

Biocompatibility

Microwave filters and delay

lines, digital electronics, sensors

DRAM capacitors, nonvolatile
RAMS, optoelectronics,
microwave devices

Circulators, phase shifters,
magnetic recording, antennas

Optical modulators, sunroofs,
sensor protection

Transparent conductors, solar
energy, photovoltaics

Microelectrical-mechanical
(MEM) devices

Magnetic recording head field
sensors

Oxidation and thermal
protection coatings for
turbine blades

Hard, low-friction,
wear-resistant coatings

Prostheses, hip/knee implants

YBa,Cu;0,, Tl,Ca,Sr,Cu;0,,
Nd, 35Ceq.15CuO,

Pb(Zr)TiO,, (Sr,Ba)TiO,,
(Sr,Ba)Nb,O,, LiNbO,

BaFe,,04, Y;Fe;0,,,
(Mn, Zn)Fe,0,, Li,FeO,

WO;, MoO,, V,04

F-doped ZnO,, In,0;/Sn0O,,
(La,Sr)CoOy

Pb(Zr)TiO,

(La, Ca)MnO,

Y-ZrO,, MgAlL,O,

MosS,, BN, SiC, diamond-like
carbon

Hydroxylapatite, Al,O4

From D. B. Crissey, J. S. Horwitz, P. C. Dorsey, and J. M. Pond, Laser Focus World, p. 155,
May (1995).

by PLD is found in the bibliography prepared by Saenger (Ref. 25). In it the
materials evaporated, reactive gases introduced, lasers used, and literature
references are listed. Included is information on elements, inorganic com-
pounds, oxides, organic compounds and polymers, semiconductors, assorted
layered structures, and mixtures.

Since the deposition of stoichiometric ceramic films is not easily achieved
by other means, it is worth elaborating further on this unique feature of
PLD. Unlike chemical vapor deposition where synthesis of the film is the
result of reaction between precursor gases, stoichiometric bulk sintered
ceramics are the target sources in PLD. In this respect the PLD target is
like a sputtering cathode target. Because of the shallow melting that occurs,
stoichiometric films require a highly homogeneous target. Table 3-4 includes
a selection of laser-deposited ceramic films together with compositions and
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applications. We shall encounter some of these same materials later in the
book where they will be discussed in other contexts.

3.5.3 WEB COATING

3.5.3.1 Introduction to the Process

The development of commercial web-coating processes (Ref. 26) was a
response to the widespread need for large surface areas of metallized flexible
polymer film and paper sheet. In web-coating systems provision is made to
supply a flexible substrate by uncoiling it from one roll and winding it on
another in much the same way that audio or video tapes are unwound
and wound. Maintenance of a vacuum environment for coating occasion-
ally means movement of the web from air to vacuum to air through
successive differentially pumped sections with sliding seals. Within the
vacuum region an exposed section of web located between the two coiling
rolls is stretched around a cooled roll that lies above the evaporant (or
sputtering) source as shown in Fig. 3-17. The web travels at a preset speed
to enable it to be sufficiently metallized during its brief exposure to the
source. Webs as wide as 2.5 m are in use today and coating speeds in excess
of 10m/s have been attained. Resistance and induction heated boat or
crucible sources are employed, but for deposition rates of ~5 um/s and
above, electron-beam guns are used. Typically, web-coating operations
involving aluminum require that it be continuously fed in wire form to
replenish what is evaporated.

3.5.3.2 Scope of the Industry and Products

Primary applications of polymer (polyester, PET, polyethylene, poly-
propylene) web coatings include packaging for snacks, lidding, and films for
capacitors, windows, and decorative purposes. Paper and boards are also
coated in the manufacture of labels and gift wrap. Well over 10 billion
square meters (some 4000 square miles) of polymer film and paper are
coated annually worldwide, primarily with evaporated aluminum. Packag-
ing consumes ~60% of this while capacitors account for most of the
remainder.

To gain a broader perspective of web-coating possibilities, some of the
more unusual applications require many different metal, alloy, oxide, nitride,
and halide materials deposited on assorted polymers, metals, paper, and
fabrics as single or multilayer films. For example, in beverage containers and
see-through, microwavable packaging it is important that the polymers used
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Figure 3-17 Schematic of web coating system including heat-transfer model describing web
temperature.

be impervious to gas transport. For these purposes thin SiO, SiO,, and
Al,O; gas barrier coatings are evaporated and serve to seal the polymer
porosity (Ref. 27). Additional web coating applications include optical
interference filters (Ref. 28), flexible printed circuits, films for magnetic
recording purposes (Ref. 29), and transparent conductors for displays.

3.5.3.3 Process Issues

Among the important variables that limit web speed and deposition rates
are the temperature of the web and the source evaporation rate. The two
are related since hotter sources mean greater radiant heating of the web.
Furthermore, increased levels of latent heat are deposited onto the web by
condensing atoms derived from such sources. Because webs are often
heat-sensitive substrates they cannot tolerate excessive temperatures. In
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traveling along the roll with velocity v between points 1 and 2 of Fig. 3-17,
the web temperature T rises by an amount AT that depends on how much
thermal energy (g,) is absorbed per unit area and time (t), and how much
heat (q,) is transferred or lost to the chilled roll. It is not difficult to estimate
the rate of temperature rise d7/dt in any web element having a thickness d
and heat capacity c,. Assuming g, is constant, and g, is proportional to
WT — T,), where h is the heat transfer coefficient and 7, is the roll
temperature, the heat balance is expressed by

dT _ q, — WT — T)). (3-34)

dp— =

Integrating between the temperature limits 7; and T, associated with the
time interval between O and ¢, the equation

AT=T,— T, = ‘2[1 —exp — ] (3-35)

emerges, where t = L/v and L is the exposed web arc length. Several simple
methods to minimize the maximum temperature (7,) reached by the web
are suggested by this analysis, including:

1. Shorten the chill-roll circumference since this effectively reduces L.

2. Operate at high web velocities. This is an obvious conclusion, but it
may not be practical, however, because excessive thinning of the
coating and stressing of the web may result.

3. Employ polished chill rolls because more intimate contact between
web and roll raises h. Depending on web tension and roll surface
conditions, values for h have been measured to range from 100 to 300
W/m?-K (Ref. 30).

4. Reduce both g, and T;. The former will no doubt lower the deposition
rate and the latter may involve additional cooling costs.

Clearly, optimizing the operating variables within web coating systems
involves trade-offs.

Attainment of the vacuum necessary for the deposition of good films is a
major processing issue of concern. The scale and nature of web coating
operations means that very large pumping systems will be required and that
contamination and sources of gas must be dealt with. A typical value of the
system pressure during high-rate evaporation of Al is ~5 x 10~* mbar
(4 x 10™* torr). Because of the lower deposition rates during sputtering of
alloys even better vacuum is necessary to prevent film contamination. To
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intelligently design web coaters, one must know the sources of the gas load
or throughput. Gases purposely introduced or released in the process and
outgassing of chamber walls, hardware, and web rolls are the sources that
have been identified. Of these, the largest gas load arises from the web itself
where trapped gas is released during unwinding and then desorbed from the
roll ends as well as flexible film surfaces. More gas is evolved from paper
and cardboard than plastic film webs because of the rough, fibrous nature
of the former and smoother, less permeable surfaces of the latter. Since most
of the gas consists of water vapor, extensive use is made of cryopanels for
pumping.

Sizing the pumps needed requires an estimate of the gas load or
throughput due to roll-trapped gases (Ref. 31). We assume this is given by
0., = P owv, where P, is taken as 1.01 bar (the pressure of atmospheric gas
trapped during web coiling), J is the effective thickness of the gas layer, and
w and v are the web width and velocity, respectively. Further, assuming that
0=1um,w=1m, and v =10 m/s, Q,, = 10.1 mbar-liters/s. If we consider
high rate evaporation of Al at a process pressure P, of 5 x 10™* mbar, a
pumping speed of Q,,/P, or 20,200 liters/s will be required to pump this
source of gas.

3.5.4 ION BEAM ASSISTED EVAPORATION

An impression may have been left with the reader that during evapor-
ation processes relatively little is done to modify depositing films other than
altering substrate temperatures. However, many commercial evaporation
processes presently employ ion bombardment of the substrate as a means of
improving film properties. A simple example is shown in Fig. 3-18 where an
ion gun, typically generating ions with energies of a few keV, is used in
conjunction with an evaporation source (Ref. 32). This process known as
ion-beam-assisted deposition (IBAD), combines the benefits of high film-
deposition rate and substrate ion bombardment in a relatively clean vacuum
environment. Central to the technique is the generation of inert (e.g., Ar™")
and/or reactive (e.g., O7) ion beams and their subsequent interaction with
surfaces to modify film structure and composition. These subjects are treated
in the next two chapters and further discussion of ion-beam properties and
their effects will therefore be deferred until then. Here it is simply noted that
ions (~ 1 keV) impacting the growing film are considerably more energetic
than arriving evaporant atoms (~0.1eV). They serve to peen the surface
and compact the film, densifying it in the process. Enhancing the density and
index of refraction of assorted oxide films used for optical coatings is a
major application of IBAD processes.



Conclusion 139

Q SUBSTRATE HOLDER

1

> < 0N
SHUTTER || | PROBE

===}

PUMP /
,/
/
| EVAPORANT
/ 7
d
7
7/
GAS
INLET SLEEAM
EVAPORATOR

(c)

Figure 3-18 Ion-beam-assisted deposition employing an e-gun evaporator. (From Ref. 32.)

3.6 CONCLUSION

Evaporation methods are perhaps the simplest means of producing thin
films and coatings comprised of sequentially deposited atoms. In the
evaporation process, events at the heated source, at the substrate and in the
intervening vacuum space all play roles in the successful deposition of thin
films. Thermodynamics, particularly source temperature—vapor pressure
relationships, govern rates of evaporation and the nature of the vapor
stream. In this regard the complexities involved in evaporating multicom-
ponent metal and semiconductor sources have been addressed. The impor-
tant issue of film thickness uniformity is governed by the geometric
placement of source and substrate. As long as the substrates are planar, the
film thickness distribution can usually be modeled in terms of the laws of
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emission from point or surface sources, and substrate reception based on the
inverse square separation distance between the two. Film uniformity and
coverage become more problematical over substrates that are stepped or
contain trenches and other complex topographies. In addition to line-of-
sight shadowing, atomic diffusional effects determine the extent of film
coverage. Lastly, the vacuum space and partial pressures of residual gases
within it have an influence on film purity and properties such as resistivity,
reflectivity, and hardness.

Evaporation techniques for thin-film deposition have been superseded in
many instances by sputtering and chemical vapor deposition methods;
difficulties in maintaining stoichiometry and achieving conformal coverage
are among the reasons for this. Paradoxically, however, pulsed-laser deposi-
tion enables excellent stoichiometry to be attained in complex oxide films.
Despite shortcomings, evaporation methods are readily scalable to large
operations such as web coating. However, in addition to conventional
applications, the versatility of evaporation techniques is exploited in the
demanding arena of molecular beam epitaxy as well as in hybrid deposition
processes that employ plasmas, ion beams, and reactive gases. These
processes and applications will be discussed in Chapters 5 and 8.

EXERCISES

1. (a) Employing vapor-pressure data, calculate values for the molar heat
of vaporization of Si and Ga.
(b) Design a laboratory procedure to experimentally determine the
value of the heat of vaporization of a metal employing common
thin-film deposition and characterization equipment.

2. Suppose Fe satisfactorily evaporates from a surface source, 1 cm? in
area, which is maintained at 1550°C. Higher desired evaporation rates
can be achieved by raising the temperature 100°C, but this burns out
the source. Instead, the melt area is increased without raising its
temperature. By what factor should the source area be enlarged to
achieve equivalent deposition?

3. A molecular-beam epitaxy system contains separate Al and As effusion
evaporation sources of 4 cm? area, located 10cm from a (100) GaAs
substrate. The Al source is heated to 1000°C, and the As source is
heated to 300°C. What is the growth rate of the AlAs film in A/s? Note:
AlAs basically has the same crystal structure and lattice parameter
(5.661 A) as GaAs.
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4. How far from the substrate, in the illustrative problem on p. 110, would
a single surface source have to be located to maintain the same
deposited film thickness tolerance?

5. An Al film was deposited at a rate of ~1 um/min in vacuum at 25°C,
and it was estimated that the oxygen content of the film was 10~ 3. What
was the partial pressure of oxygen in the system?

6. In order to deposit films of the alloy YBa,Cu,, the metals Y, Ba, and
Cu are evaporated from three point sources. The latter are situated at
the corners of an equilateral triangle whose side is 20 cm. Directly above
the centroid of the source array, and parallel to it, lies a small substrate;
the deposition system geometry is effectively a tetrahedron, each side
being 20 cm long.

(a) If the Y source is heated to 1740 K to produce a vapor pressure of
1073 torr, to what temperature must the Cu source be heated to
maintain film stoichiometry?

(b) Rather than a point source, a surface source is used to evaporate
Cu. How must the Cu source temperature be changed to ensure
deposit stoichiometry?

(c) If the source configuration in part (a) is employed, what minimum
O, partial pressure is required to deposit stoichiometric supercon-
ducting oxide YBa,Cu;0, films by a reactive evaporation process?

The atomic weights are Y = 89, Cu = 63.5, Ba = 137, and O = 16.

7. One way to deposit a thin metal film of known thickness is to heat an
evaporation source to dryness (i.e., until no metal remains in the
crucible). Suppose it is desired to deposit 5000 A of Au on the internal
spherical surface of a hemispherical shell measuring 30 cm in diameter.
(a) Suggest two different evaporation source configurations (source

type and placement) that would yield uniform coatings.
(b) What weight of Au would be required for each configuration,
assuming evaporation to dryness?

8. (a) Consider the heating of a room-temperature polymer substrate
during deposition of 10'® aluminum atoms per cm? per minute. The
temperature of the evaporant is 1400 K, the heat of condensation of
Al is 310 kJ/mol, and the emissivity of the Al source is assumed to
be 0.2. Calculate the thermal power delivered to the substrate
through condensation, evaporant kinetic energy, and radiation.

(b) If the polymer density, heat capacity, and thickness are 1.3 g/cm?,
1.5J/g-K, and 0.1 mm, respectively, to what temperature would the
substrate rise after 1 minute?

(c) This polymer is now used in a web coating operation where it will
experience the same Al flux. For an exposed web length of 30 cm,
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how fast should the web travel for the temperature not to rise above
that calculated in part (b)?
Assume the heat transfer coefficient between web and roll is 200
W/m?2-K.

9. A tungsten evaporation source is rated at 1000 W and operates at 120 V.
If the filament heater wire is 20cm long and 0.75mm in diameter
estimate the temperature (7) the source will reach when powered.
Compare your answer with an alternative estimate of the temperature
assuming all of the input electrical power dissipated is thermally
radiated from the filament surface.

10. The measured specific energy required for the evaporation of zirconium
is reported to be 61.5 kW-h/kg. If the metal was electron-beam melted in
a 100-mm-diameter water-cooled copper crucible, how does this energy
compare with that predicted in the text? Assume the thermal conductiv-
ity of Zr is 30 W/K-m, and the average charge thickness is 1 cm.

11. Calculate the crossover temperature for silicon, i.e., where the energy
transfer by radiation equals that by evaporation. Assume the emissivity
of Si =0.7.

Questions 12 to 16 are related to the evaporation geometry shown in Fig. 3-6.

12. The collection efficiency for a given deposition process is the ratio of the
amount of material that falls on a substrate of given size relative to the
total amount evaporated. Derive a formula for the collection efficiency
from a planar source as a function of 1/d and plot the results. Repeat
for the point source. Which source yields a greater collection efficiency?

13. Assume that an evaporation source is highly directional such that
dM, 11M,cos'%¢cos 6
dA, 2nr? '

Plot the deposited film profile and compare it to those for the point and
surface sources.

14. Two small area evaporation sources are 100 cm apart and situated
50 cm below a planar substrate. The line between the sources is parallel
to that of the substrate plane. One source evaporates material A while
the second source evaporates material B. Suppose the vapor pressure of
A is 10 times that of B at the evaporation temperature of 1300 K.

(a) At what distance along the substrate will the film composition be 60
at.%A—40 at.%B?

(b) If the vapor pressure of A is 15 times that of B at an evaporation
temperature of 1500 K, what is the difference between the heats of
vaporization for A and B?
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15. For a new application it is desired to continuously coat a 1-m-wide steel

strip with a 2-um-thick coating of Al. The x—y configuration of the steel
is such that an array of electron-beam gun evaporators lies along the y
direction and maintains a uniform coating thickness across the strip
width. How fast should the steel be fed in the x direction past the surface
sources, which can evaporate 20 g of Al per second? Assume that Eq.
3-21 holds for the coating thickness along the x direction, that the
source—strip distance is 30 cm, and that the steel sheet is essentially a
horizontal substrate 40 cm long on either side of the source before it is
coiled.

16. The level of molten metal in a crucible that behaves like a surface

evaporation source is initially a distance h from a planar substrate
surface. During deposition the level of the metal recedes a distance Ah.
Derive an expression for the fractional change in film thickness at any
point along the substrate as a function of Ah/h.

17. Verify that Eq. 3-30 is the solution to the boundary value problem

described in the text. Graph the evolution of the temperature profiles
predicted by this solution.
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Chapter 4

Discharges, Plasmas, and
Ion—Surface Interactions

4.1 INTRODUCTION

Evaporation caused by absorption of thermal energy is not the only way
to induce atoms to leave a liquid or solid surface. Atoms can also be ejected
or sputtered from solids at room temperature by bombarding their surfaces
with energetic ions. In either case the emitted atoms traverse a reduced
pressure ambient and deposit atomistically on a substrate to form a film.
Because physical means are primarily involved in producing films, both are
known as physical vapor-deposition (PVD) processes. Despite some super-
ficial similarities, it is immediately apparent that evaporation and sputtering
are quite different if we consider Fig. 4-1a depicting a simplified sputtering
system capable of depositing metals films. Inside is a pair of parallel metal
electrodes, one of which is the cathode or target of the metal to be deposited.
It is connected to the negative terminal of a DC power supply and typically,
several kilovolts are applied to it. Facing the cathode is the substrate or
anode, which may be grounded, biased positively or negatively, heated,
cooled, or some combination of these. After evacuation of the chamber, a
working gas, typically argon, is introduced and serves as the medium in
which an electrical discharge is initiated and sustained. Gas pressures
usually range from a few to a hundred millitorr. After a visible glow
discharge is maintained between the electrodes, it is observed that a current
flows, and metal from the cathode deposits on the substrate.

Microscopically, positive gas ions in the discharge strike the cathode and
physically eject or sputter target atoms through momentum transfer to
them. These atoms enter and pass through the discharge region to eventu-
ally deposit on the growing film. In addition, other particles (secondary
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electrons, desorbed gases, and negative ions) as well as radiation (X-rays
and photons) are emitted from the target. The electric field accelerates
electrons and negatively charged ions toward the anode substrate where
they impinge on the growing film. An ionized gas or plasma rather than a
vacuum environment, active electrodes that participate in the deposition
process, and low-temperature processing are among the features that distin-
guish sputtering from evaporation. From this simple description, it is quite
clear that compared to the predictable rarefied-gas behavior in an evapor-
ation system, the glow-discharge plasma is a very busy and not easily
modeled environment. Similar effects occur even when the electrodes are AC
powered as shown in Fig. 4-1b.

In the past few decades, advances in our understanding of the physics and
chemistry of ionized gases has led to the widespread adoption of plasma
technology for the deposition and removal (etching) of thin films as well as
the modification of surfaces in a diverse variety of technologies. Microelec-
tronics applications have been the main technological driver in this regard;
presently, upward of a third of integrated circuit fabrication steps are
associated with the use of plasmas. In addition, there are critical plasma
processing operations in the automotive, optical coating, biomedical, infor-
mation recording, waste management, and aerospace industries.

Regardless of the plasma process, however, roughly similar discharges,
electrode configurations, and gas/solid interactions are involved. The pur-
pose of this chapter is to introduce fundamental scientific issues common to
all glow discharge systems. These include topics related to initiating and
sustaining discharges, the dynamical behavior of the charged and neutral
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species, and their interactions within the plasma. Both inert gas discharges
and the more complex chemically reactive plasmas will be discussed in this
regard. Ton interactions with the cathode and film or substrate surfaces are
particularly important in plasma processing. Therefore, coverage of the
fundamental physics of sputtering and ion-induced modification of growing
films rounds out this chapter. Practical engineering issues related to the
deposition and etching of metal and insulator films and descriptions of
assorted plasma PVD and ion-beam processes are the subjects of the next
chapter. Our treatment of plasma processing does not end then, but
continues in Chapter 6 with a discussion of plasma-assisted chemical vapor
deposition processes.

4.2 PLASMAS, DISCHARGES, AND ARCS
4.2.1 PLASMAS

The term plasma was apparently coined by Irving Langmuir in 1929 (Ref.
1) to describe the behavior of ionized gases in high-current vacuum tubes.
It was soon realized that plasmas exhibited a behavior different from simple
ideal (or nonideal) un-ionized gases, and were obviously distinct from
condensed liquid and solid states of matter. For these reasons plasmas were
termed a rare fourth state of matter. On a cosmic scale, however, considering
the northern lights, stars, and interstellar hydrogen, it has been claimed that
99% of matter in the universe exists in plasma form; on this basis solids and
liquids are actually the rare states of matter. Science fiction movies contain-
ing spectacular lightning discharges and glittering advertising signs employ-
ing neon lighting provided early vehicles for displaying the mysterious
attributes of plasmas. Nitriding of steel surfaces in order to harden them,
and fluorescent lighting based on mercury discharges, were among the early
widespread applications capitalizing on this strange state of matter.

A plasma may be broadly defined as a quasineutral gas that exhibits a
collective behavior in the presence of applied electromagnetic fields. Plasmas
are weakly ionized gases consisting of a collection of electrons, ions, and
neutral atomic and molecular species. This definition is broad enough to
encompass the spectrum of space and man-made plasmas extending from
stars, solar winds and coronas, and the earth’s ionosphere to the regime of
high-pressure arcs, shock tubes, and fusion reactors. These space and
laboratory created plasmas broadly differ in the density n (number per cm?)
of charged species. In the former rarified environments, n is typically less
than 107 cm ™3, whereas experimentally, densities approaching 102° cm ™3 in
magnitude have been realized in the latter man-made high-pressure plasmas.
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In between these extremes are the glow discharges and arcs with which this
book is primarily concerned. These plasmas with ion densities ranging from
~10% cm ™3 to ~10'* cm ™3 are the ones exploited in the industrial plasma-
processing applications we shall consider.

4.2.2 THE TOWNSEND DISCHARGE

We have seen that application of a sufficiently high DC voltage between
metal electrodes immersed in a low-pressure gas initiates a discharge. What
is the mechanism that converts the initially insulating gas into an electrically
conducting medium? This is the first question that must be addressed in
order to understand the nature of such gaseous conducting media or
plasmas. In essence, the discharge reflects a gaseous breakdown that may be
viewed as the analog of dielectric breakdown in insulating solids; there
dielectrics conduct electricity at critical applied voltages. In gases the
process begins when a stray electron near the cathode carrying an initial
current i, is accelerated toward the anode by the applied electric field (&).
After gaining sufficient energy the electron collides with a neutral gas atom
(A) converting it into a positively charged ion (A™"). During this impact
ionization process, charge conservation indicates that two electrons are
released, i.e.,

e +A—-2 +A". 4-1)

These are accelerated and now bombard two additional neutral gas atoms,
generating more ions and electrons, and so on. Meanwhile, the electric field
drives ions in the opposite direction where they collide with the cathode,
ejecting, among other particles, secondary electrons. These now also under-
go charge multiplication. The effect snowballs until a sufficiently large
avalanche current ultimately causes the gas to breakdown.

In order for breakdown to occur, the distance (d) between electrodes
must be large enough to allow electrons to incrementally gain the requisite
energy for an ionization cascade. Also, the electrodes must be wide enough
to prevent the loss of electrons or ions through sideways diffusion out of the
interelectrode space. The Townsend equation, whose derivation will be left
for the reader in Exercise 1, is written as

. exp od
~ Oy (expad — D]’

This equation reveals that the discharge current (i) rises dramatically from
i, because of the combined effects of impact ionization and secondary-
electron generation. These processes are respectively defined by constants o

i

(4-2)
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and y,. Known as the Townsend ionization coefficient, o represents the
probability per unit length of ionization occurring during an electron—gas
atom collision. Quantity 7, is the Townsend secondary-electron emission
coefficient and is defined as the number of secondary electrons emitted at the
cathode per incident ion. For an electron of charge g traveling a distance 4, the
probability of reaching the ionization potential V; is exp — (V;/q& 1), so that
1T
o= 7 exp dé%, (4-3)

We may associate 4 with the intercollision distance or mean free path in a
gas. Since Eq. 2-5 reveals that 4 ~ P~ 1, we expect « to be a function of the
system pressure.

Breakdown is assumed to occur when the denominator in Eq. 4-2 is equal
to zero, i.e., y.(expad — 1) = 1, for then the current is infinite. From this
condition plus Egs. 4-3 and 2-5, the critical breakdown field (£ = &}) and
voltage (V; = dé&’y) can be calculated with a bit of algebra and expressed in
terms of a product of pressure and interelectrode spacing. The result, known
as Paschen’s Law, is expressed by

APd

= fupd) + B 4

where A and B are constants.

The Paschen curve, a plot of V; vs Pd, is shown in Fig. 4-2 for a number
of gases. At low values of Pd there are few electron—ion collisions and the
secondary electron yield is too low to sustain ionization in the discharge.
On the other hand, at high pressures there are frequent collisions, and since
electrons do not acquire sufficient energy to ionize gas atoms, the discharge
is quenched. Thus at either extreme, ion generation rates are low and high
voltages are required to sustain the discharge. In between, at typically a few
hundred to a thousand volts, the discharge is self-sustaining. This means
that for each electron at the cathode, exp(ad) electrons reach the anode, and
the net effect of the collisions is to produce a new electron at the cathode.
Practically, however, in most sputtering discharges the Pd product is well to
the left of the minimum value.

4.2.3 TYPES AND STRUCTURES OF DISCHARGES

It is instructive to follow the progress of a glow discharge in a low-
pressure gas using a high-impedance DC power supply (Ref. 2). In the
regime just considered, known as the Townsend discharge, a tiny current
flows initially due to the small number of charge carriers in the system. With
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Figure 4-2 Paschen curves for a number of gases. (From A. von Engel, Ionized Gases. Oxford
University Press, Oxford, 1965. Reprinted with permission.)

charge multiplication, the current increases rapidly, but the voltage, limited
by the output impedance of the power supply, remains constant. Eventually,
when enough electrons produce sufficient ions to regenerate the same
number of initial electrons, the discharge becomes self-sustaining. The gas
begins to glow now and the voltage drops accompanied by a sharp rise in
current. At this point normal glow occurs. Initially, ion bombardment of the
cathode is not uniform but concentrated near the cathode edges or at other
surface irregularities. As more power is applied, the bombardment increas-
ingly spreads over the entire surface until a nearly uniform current density
is achieved. A further increase in power results in both higher voltage and
cathode current-density levels. The abnormal discharge regime has now been
entered and this is the operative domain for sputtering and other discharge
processes such as plasma etching.

At still higher currents, the cathode gets hotter. Now thermionic emission
of electrons exceeds that of secondary-electron emission and low-voltage
arcs propagate. Arcs have been defined (Ref. 3) as gas or vapor discharges
where the cathode voltage drop is of the order of the minimum ionizing or
excitation potential. Furthermore, the arc is a self-sustained discharge that
supports high currents by providing its own mechanism for electron
emission from negative or positive electrodes. A number of commercial
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PVD processes rely on arcs. This subject will therefore be deferred to the
end of Chapter 5 so that the intervening treatment of plasma physics and
processing can form the basis for a discussion of these arc-deposition
methods.

Returning to the DC discharge we note that there is a progression of
alternating dark and luminous regions between the cathode and anode, as
shown in Fig. 4-3. Although the general structure of the discharge has been
known for a long time the microscopic details of charge distributions,
behavior, and interactions within these regions are not totally understood.
The Aston dark space is very thin and contains both low energy electrons
and high energy positive ions, each moving in opposite directions. Beyond
it the cathode glow appears as a highly luminous layer that envelops and
clings to the cathode. De-excitation of positive ions through neutralization
is the probable mechanism of light emission here.
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Figure 4-3 Structure of a DC glow discharge with corresponding potential, electric field,
charge, and current distributions.
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Next to appear is the important Crookes or cathode dark space where
some electrons are energized to the point where they begin to impact-ionize
neutrals; other lower energy electrons impact neutrals without ion produc-
tion. Because there is relatively little ionization this region is dark. Most of
the discharge voltage is dropped across the cathode dark space, also
commonly referred to as the cathode sheath. The resulting electric field
serves to accelerate ions toward their eventual collision with the cathode.
Next in line is the negative glow. Here the visible emission is apparently due
to interactions between assorted secondary electrons and neutrals with
attendant excitation and de-excitation. Beyond lie the Faraday dark space,
the positive column, and finally the anode. During sputtering the substrate is
typically placed inside the negative glow before the Faraday dark space so
that the latter as well as the positive column do not normally appear.

When a DC voltage V' is applied between the anode and cathode the
electric potential distribution, unlike the case for a simple vacuum capacitor,
is highly nonlinear with distance x; similarly, the electric field (& = —dV/dx)
is not constant. Furthermore, the deviations are most pronounced near the
electrodes. These characteristics stem from the complex distribution of
charge near electrodes and within the plasma, and the resultant currents
they produce. After considering aspects of plasma physics contained in
Section 4.3, some causes of these puzzling electrical responses may, hope-
fully, be clarified.

4.3 FUNDAMENTALS OF PLASMA PHYSICS

In this section readers will find a concise treatment of several important
issues related to plasmas and their interaction with surfaces placed in their
midst. The discussion here is largely distilled from the more complete
treatments of the subject that can be found in the readily accessible books
by Chapman (Ref. 4), Grill (Ref. 5), Mahan (Ref. 6), and Lieberman and
Lichtenberg (Ref. 7). They are all recommended for their integration of the
fundamental principles of glow-discharge plasmas in applications to thin-
film processing.

4.3.1 PLASMA SPECIES

Let us now consider the interior of the plasma, i.e., a partially ionized gas
composed of respective densities of electrons (n,), ions (n;), and neutral gas
species (n,). Electrons and ions have more or less independent velocity
distributions with electrons possessing far higher velocities than ions. The
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plasma is electrically neutral when averaged over all the particles contained
within so that n, = n; = n. Collisions between neutral gas species essentially
cause them to execute random Brownian motion. However, the applied
electric field disrupts this haphazard motion because of ionization. If the
density of charged particles is high enough compared with the dimensions
of the plasma, significant coulombic interaction exists among particles. This
interaction enables the charged species to flow in a fluid-like fashion that
determines many of the plasma properties.
The degree of gas ionization (f;) is defined by

f; = ne/(ne + nO) (4-5)

and typically has a magnitude of ~10~* in the glow discharges used in thin-
film processing. Therefore, at pressures of ~ 10 millitorr, Fig. 2-2 based on
the ideal gas law indicates a gas density of n, ~ 10** cm ™ 3; hence the elec-
tron and ion densities will be about 10'° cm ™2 each at 25°C. In high density
plasmas, f; can reach 10”2 and charge densities more than 10*2 cm 3.

4.3.2 PARTICLE ENERGIES AND TEMPERATURES

Measurements on glow discharges yield electron energies (E,) that span
the range 1 to 10eV with 2 eV being a typical average value for calculation
purposes. The effective or characteristic temperature T associated with a
given energy E is simply given by T = E/kg, where ky is the Boltzmann
constant. Substituting E, = 2eV, we find that electrons have an astound-
ingly high temperature T, of some 23,000 K. However, because there are so
few of them, their heat content is small and the chamber walls do not heat
appreciably. Neutral gas atoms or molecules and ions are far less energetic;
the former have energies of only 0.025eV (or T, = 293 K) and the latter,
energies of ~0.04 eV (or T;=500 K). Ions have higher energies than neutrals
because they acquire energy from the applied electric field.

In addition, there may be excited species at temperature T, with energy
E.,. Neutral molecules may become excited by virtue of acquired energy
that is partitioned into translational as well as internal vibrational and
rotational modes of motion; for each of these modes there is a corresponding
characteristic temperature. For example, in a nitrogen gas plasma at several
torr, T, may be over 12,000 K and T, due to molecular translation is
~ 1000 K, while equivalent temperatures for vibrational (T,) and rotational
(T,,) modes are ~3800K and 2800 K, respectively (Ref. 7). Higher plasma
pressures tend to narrow this overall disparity in temperature.

Thermodynamic equilibrium in the system implies that all of the tem-
peratures are equilibrated, ie., T, =Ty =T,=T,, = T, = T,,, where T, and
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T, are the radiation and chamber wall temperatures, respectively. Since this
condition is never met in our low-pressure glow discharges, we speak of a
nonequilibrium or cold plasma. Plasmas types are often differentiated on the
basis of the electron energy and temperature. For example, T, for glow
discharges is greater than that for flames but considerably less than that for
fusion plasmas.

4.3.3 MOTION OF PLASMA SPECIES:
CURRENTS AND DIFFUSION

Since surfaces (e.g., targets, substrates) are immersed in the plasma, they
are bombarded by the species present. Simple kinetic theory of gases helps
us understand what happens. The neutral particle flux can be calculated
from Eq. 2-8. Unlike neutrals however, charged particle impingement results
in an effective electrical current density (j) given by the product of the
particle flux (4nt) and the charge (q) transported, where the factor of %
reflects that fraction of the random motion that is directed at the planar
surface. Therefore,

j = nvgq/4, (4-6)

where n and v are the charged species concentration and mean velocity. To
compare the behavior of different species we take v = (8kzT/mm)'/? (Eq.
2-3b). In the case of electrons, m, = 9.1 x 10~ ?% g, and if we assume T,=
23,000 K, v, = 9.5 x 107 cm/s; similarly, for typical Ar ions v;=35.2 x 10* cm/s.
Furthermore, if n, = n; = 10'°/cm?, j, ~ 38 mA/cm? and j, = 21 uA/cm?.
The implication of this simple calculation is that an isolated surface within
the plasma charges negatively initially because of the greater electron
bombardment. Subsequently, additional electrons are repelled while positive
ions are attracted. Therefore, the surface continues to charge negatively at
a decreasing rate until the electron flux equals the ion flux and there is no
net current.

We now consider the mobility (u) of charged species in the presence of
an applied electric field (&). The mobility is defined as the velocity per unit
electric field or u = v/&. Using Newton’s law,

mdv/dt = |q|& + m[ov/t]on (4-7)

where ¢ is the species charge. The second term on the right reflects a kind
of frictional drag particles experience during motion because of their
collisions with other particles. When the particle collides, it essentially loses
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its directed motion. It is common to set [Jv/dt].,; = vv, where v is the
collision frequency, a factor assumed for simplicity to be constant. In the
steady state, dv/dt = 0 and pu = |q|/mv. Typical mobilities for gaseous ions at
1 torr and 273 K range from ~4 x 10? cm?/V-s (for Xe*) to 1.1 x 10* cm?/V-
s (for H™).

A second kinetic effect involving species motion in plasmas is diffusion, a
phenomenon governed by Fick’s Law (Eq. 1-22). When migrating species
move under the simultaneous influence of two driving forces, i.e., diffusion
in a concentration gradient (dn/dx) and drift in the applied electric field, we
may write for the respective electron and ion particle fluxes,

J

€

—n .6 — D, dn,/dx (4-8)
J; =n; & — D, dn,/dx. 4-9)

1

To maintain charge neutrality in the region under consideration it is
assumed that J, = J; = J, and n, = n; = n. By equating Eqgs. 4-8 and 4-9,

(Di_De) dn

5 = —. 4-10
n(u, + ;) dx (+10)

Therefore, it is apparent that an electric field develops because the difference
in electron and ion diffusivities produces a separation of charge. Physically,
more electrons than ions tend to leave the plasma, establishing an electric
field that hinders further electron loss but at the same time enhances ion
motion. Because of the coupled electron and ion motions we can assign (see
Exercise 2) an effective ambipolar diffusion coefficient D, to describe the
effect, i.e.,

Da:(Dilue-i_De:ui). (4-11)

(e + 14;)

The magnitude of D, lies somewhere between those of D; and D, so that
both ions and electrons diffuse faster than intrinsic ions do.

4.3.4 ELECTRON MOTION IN COMBINED ELECTRIC
AND MAGNETIC FIELDS

4.3.4.1 Parallel Fields

Let us now examine what happens when a magnetic field of strength B
is superimposed parallel to the electric field & between the target and
substrate. Charged particles within the dual field environment experience
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the well-known Lorentz force in addition to electric field force, i.e.,
F=——=—¢(& +7VxB) (4-12)

where g, m, and v are the electron charge, mass, and velocity, respectively.
First consider the case where B and & are parallel as shown in Fig. 4-4a.
Only electrons will be considered because as we have already seen, their
dynamical behavior controls glow-discharge processes. When electrons are
emitted exactly normal to the target surface or parallel to both B and &,
then v x B vanishes; electrons are only influenced by the & field and simply
accelerate toward the anode, gaining kinetic energy in the process. If,
however, & = 0, and the electron is launched with velocity v at an angle 0
with respect to the uniform B field between electrodes (Fig. 4-4b), it
experiences a force quB sin 6 in a direction perpendicular to B. The electron
now executes a circular motion whose radius r is determined by a balance
of the centrifugal (m(v sin 8)?/r) and Lorentz forces involved, i.e.,

_m sin 6
= 4B

A spiral electron motion ensues and in corkscrew fashion the electron
returns to the same radial position around the axis of the field lines. If the
magnetic field were not present, such off-axis electrons would tend to
migrate out of the discharge and be lost at the walls.

The case where electrons are launched at an angle to parallel and uniform
& and B fields is somewhat more complex (Fig. 4-4c). Helical motion with
constant radius occurs, but because of electron acceleration in the & field
the pitch of the helix lengthens with time. Time-varying fields complicate
matters further and electron spirals of variable radius can occur. Clearly
magnetic fields prolong the electron residence time in the discharge and
enhance the probability of ion collisions.

4.3.4.2 Perpendicular Fields

Through the application of perpendicular electric and magnetic fields
even greater electron confinement is achieved. The geometry is shown in Fig.
4-4d, where & is still normal to the cathode while B, which is directed into
the page (+ z direction), lies parallel to the cathode plane. Electrons emitted
normally from the cathode ideally do not even reach the anode but are
trapped near the electrode where they execute a periodic hopping motion
over its surface. Physically, the emitted electrons are initially accelerated
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Figure 4-4 Effect of & and B on electron motion. (a) Linear electron trajectory when
& B(6=0). (b) Helical orbit of constant pitch when B # 0, & = 0(6 # 0). (c) Helical orbit of
variable pitch when &||B(6 # 0). (d) Cycloidal electron motion on cathode when & L B(6 = 0).

toward the anode, executing a helical motion in the process; but when they
encounter the region of the parallel magnetic field, they are bent in an orbit
back to the target in very much the same way that electrons are deflected
toward the hearth in an e-gun evaporator. The analysis for this behavior is
not difficult and starts with the equations for electron motion in the three
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perpendicular directions. Coordinate positions of the electron above and
along the cathode are y and x, respectively. Applying the Lorentz equation
we have

m,dx?/dt* = qBdy/dt (4-13a)
m, dy?/dt* = q& — qBdx/dt (4-13b)
m, dz?/dt* = 0. (4-13¢)

By solving these coupled differential equations it is readily shown that the
parametric equations of motion are

qé(1 — cos w_t)

y= 2 el (4-14a)
RO
and
&t i t
x=2 (1 ~ > (4-14b)
B .t

where w, = gB/m,. Known as the cyclotron frequency, w_ has a value of
2.8 x 10°BHz with B in gauss. Physically, these parametric equations
describe a cycloidal motion where electrons repeatedly return to the cathode
at time intervals of n/w_. The same motion is traced out by a point on the
circumference of a circle rolling on a planar surface. Electron motion is
strictly confined to the cathode dark space where both fields are present; if,
however, electrons stray into the negative glow region where & is small, they
describe a circular orbit before collisions may drive them either back into
the dark space or forward toward the anode. Confinement in crossed fields
prolongs the electron lifetime over and above that in parallel fields,
enhancing the ionizing efficiency near the cathode. A denser plasma and
larger discharge currents result. As we shall see in the next chapter, these
effects are very widely capitalized upon in magnetron-sputtering processes.

4.3.5 COLLECTIVE CHARGE EFFECTS

4.3.5.1 The Debye Length

The behavior of plasmas derive largely from the Coulombic interactions
among the charged species within them. Properly accounting for these
electrostatic interactions is complicated but we can appreciate a bit of what
is involved by considering the radial electric potential V(r) around an
isolated positive ion. This ion repels other ions and attracts a cloud of
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electrons with a density given by
n(r) = n;exp qV(r)/kyT. (4-15)

The Boltzmann factor reflects the probability that electrons will acquire
the energy needed to establish the electric potential at temperature T.
Because n, cannot deviate much from its average value (which is equal to
the ion density »;), V must be small. Therefore, by expanding the exponen-
tial, n.(r) = n,(1 + qV(r)/kzT). Furthermore, V(r) must satisfy Poisson’s
equation, which in spherical coordinates takes the form

1 [<d [ V()] ﬂ _ gl —n) _mg?vo)

r? &g eokgT

dr dr

(4-16)

where ¢, is the permittivity of free space. Physically, the Poisson equation
expresses a self-consistency condition that the potential due to the net
electron density reproduces its potential energy. The Boltzmann term
reflects the balance between the Coulombic attraction of electrons to the
ion, and charge dispersal due to the thermal or kinetic energy of the
electrons. Direct substitution shows that

V(r) = q/rexp — (r/4p) (4-17)

satisfies Eq. 4-16 where Ay = (gokgT/n;q*)'2. This solution, which has the
form of an exponentially attenuated or screened Coulomb potential, also
satisfies the boundary value V = 0 (the plasma potential) far from the point
charge. The same sort of calculation can be performed for a charged planar
electrode immersed in the plasma. Poisson’s equation in one dimension (x)
then yields a solution for the potential V(x) that essentially varies as
exp — (x/Ap).

Known as the Debye length, 4, is an important characteristic dimension
in plasmas. If the plasma potential is perturbed by the point charge, Ay is a
measure of the size of the mobile electron cloud required to reduce V to 0.37
(i.e., 1/e) of its initial value. Assuming n; = 10'°cm ™3, and kyT = 2¢€V, /i, =
1 x 1072cm. Outside of a sphere of radius /, there is effectively no
interaction between the ion and the rest of the plasma. In the case of
an inserted electrode, /p is a measure of the plasma sheath dimension
(Section 4.3.7).

4.3.5.2 Electron Plasma Frequency

By evaluating its response to a perturbation, the ability of a plasma to
protect its charge neutrality can be assessed. Consider that an external
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electric field is suddenly turned on, displacing plasma electrons over some
length. If it is just as suddenly turned off, the electron displacement induces
a field that pulls the electrons back to their original position. But the inertia
of the electrons will cause them to overshoot the mark and harmonically
oscillate about the equilibrium site. This electron plasma (angular) fre-
quency (w,), which has a magnitude of

w, = (q°n,/m.ey)''* = 8.98 x 10°nl/* Hz, (4-18)

is a measure of the time required to restore charge equilibrium. The product
of A and w, is essentially equal to the electron velocity.

If the plasma is thought of as a dielectric medium analogous to a solid
dielectric, then at frequencies less than w, the dielectric constant is high and
the plasma appears opaque to such radiation. On the other hand the plasma
becomes transparent to radiation at frequencies greater than w, where the
dielectric constant drops. For n, = 10'°cm ™3, w, = 9 x 108 Hz, a frequency
much larger than that typically used in AC (RF) plasmas.

4.3.5.3 Plasma Criteria
Tonized gases can be characterized as plasmas if they meet three criteria:

1. The system dimensions D must considerably exceed /A, i.e., D > ip.
Only in this way can the quasineutrality of the bulk of the plasma be
ensured.

2. The total number (Np) of shielding electrons drawn into the Debye
sphere must be large; at the very least N, should be greater than unity. By
definition, Ny, = 4nAdn,/3, and under the plasma conditions noted above,
Np ~ 4 x 10%,

3. Electrons should interact more strongly with each other than with the
neutral gas. Under these conditions, particle motion in the plasma will be
controlled by electromagnetic forces rather than by gas fluid dynamics.

4.3.6 AC EFFECTS IN PLASMAS

It is instructive to analyze the kinetic behavior of electrons in an AC
discharge in order to appreciate how plasmas are sustained. After all, it is
not obvious that, in their to and fro motion in the field, electrons would
absorb and gain sufficient energy to cause enhanced ionization of neutrals.
Assuming no collisions with neutrals, the resultant harmonic motion of the
electrons resembles the oscillations of a spring. Therefore we may write

m,dx?*/dt* = —qé, sin wt (4-19)
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where x, m,, and ¢ are the electronic displacement, mass, and charge,
respectively, and t is the time. Furthermore, the electric field & is equal to
&ysinwt, with &, and o the field amplitude and circular frequency,
respectively. From this basic equation and its solution it is a simple matter
to show that the maximum electron displacement amplitude x, and energy
E, are given by

Xo = q&y/m > (4-20)
and
E, = (g6 0)*/2m o> (4-21)

We may now estimate what field strength is required to ionize argon, whose
ionization energy (E,) is 15.7eV. For the commonly employed radio fre-
quency 13.56 MHz (o = 2 x 13.56 x 10° Hz), &, is calculated to be 11.5
V/cm, an easily attainable field in typical plasma reactors. No power is
absorbed in the collisionless harmonic motion of electrons, however. But
when the electrons undergo inelastic collisions their motion is randomized
and power is effectively absorbed from the RF source. Even smaller values
of &, can produce ionization if, after electron—gas collisions, the reversal in
electron velocity coincides with the changing electric-field direction.
Through such effects RF discharges are more efficient than their DC
counterparts in promoting ionization.

The question arises of how to generate AC discharges. Interestingly,
provided the frequency is high enough, reactors can be built without interior
plate electrodes as shown schematically in Fig. 4-5. For example, a coil
wrapped around a tubular reactor can inductively couple power to the gas
inside ionizing it. So, too, can capacitor plates on the outside; in such a case
we speak of capacitive coupling. Such electrodeless reactors have been used
for etching films. However, for the deposition of films by RF sputtering,
internal cathode targets are required (Section 5.2.4).

4.3.7 ELECTRODE SHEATHS

We have already seen that immersion of a floating electrode into a
plasma causes it to charge negatively because of the disparity (in mass,
velocity, and energy) between electrons and ions. As a consequence, in a
glow discharge we can expect that both the anode and cathode surfaces will
be at a negative floating potential (V;) relative to the plasma potential (V).
Of course, application of the large external negative potential alters the
situation, but the voltage distribution in the DC glow discharge shown in
Fig. 4-6 (also Fig. 4-3) can be qualitatively understood in these terms. In
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Figure 4-5 Inductively and capacitively coupled tubular RF plasma reactors.

essence a Debye-like, positive space charge layer shields the negative surface;
we now speak of a plasma sheath of potential V, (V, = V, — }) that envelops
the electrode and repels electrons. As noted earlier, the lower electron
density in the sheath means less ionization and excitation of neutrals. Hence,
there is less luminosity there than in the glow itself and the sheath appears
dark. Large electric fields are restricted to the sheath regions. It is at the
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Figure 4-6 Voltage distribution across DC glow discharge. Note cathode sheath is wider than
anode sheath.
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sheath—plasma interface that ions begin to accelerate on their way to the
target during sputtering. The plasma itself is not at a potential intermediate
between that of the electrodes but is typically some ~ 15 volts positive with
respect to the anode. In essence the chamber walls charge negatively by the
same mechanism that the electrodes do, leaving the plasma at positive
potential V.

It is not difficult to quantitatively sketch the magnitude of the potential
energy barrier g(V, — ;) electrons face in moving from the plasma to the
cathode surface through the sheath. The number of electrons (n¥) that can
gain enough energy to surmount this barrier is given by

ne _ qVy — W)
— =exp——>——.
n kgT,

€

(4-22)

A Maxwell-Boltzmann-type expression of this kind is ubiquitous in describ-
ing the probability that a species will exceed a given energy barrier; thus,
n¥/n, represents the fractional probability of success in acquiring the
requisite energy. After accounting for the electrical flux balance between
electrons and ions, the equation

V, = Vi = kyT./2q In(m,/2.3m,) (4-23)

has been derived. Since m; is 3—4 orders of magnitude higher than m,, the
sheath potential will be several times the electron temperature in eV, e.g.,
~10eV.

Ion current flow through the cathode sheath is an important issue
because all thin-film processing in plasmas depends on it. In this regard the
interesting question arises as to whether ion motion in the sheath occurs in
a “free-fall,” collisionless manner, or through “mobility limited” motion
involving repeated collisions with other gas species. Thus for voltage V
applied across a sheath of thickness d,, two different formulas govern the
current density (j) through it, namely,

46, (29\'"* ., -
T =92 \m Ve (free fall or space charge limited)  (4-24)
s \m
and
: 9gO 2 o ..
I=35 v (mobility limited). (4-25)

It turns out that Eq. 4-24, also known as the Child—Langmuir equation,
better describes the measured cathode-current characteristics; this is cer-
tainly true at low pressures where few collisions are likely.
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The sheath dark space is sometimes visible with the unaided eye and is
therefore considerably larger than calculated Debye lengths of ~ 100 um.
This means that a large planar surface behaves differently from a point
charge when both are immersed in plasmas. Instead of electrons shielding a
point charge, bipolar diffusion of both electrons and ions is required to
shield an electrode, and this physically broadens the sheath dimensions. A
useful formula (Ref. 5) suggests that the relation between d, and 4 is

dy~ [q(V, = V)/kg T.]"2p (4-26)

where constant a ranges between % at higher pressures and % at lower
pressures. Thus, d; is typically tens of times larger than Ap.

44 REACTIONS IN PLASMAS

To initiate and sustain plasma reactions, collisions between involved
species are required. We may think of reactions as having both physical and
chemical attributes. An example of the former is the collision between an
electron and an Ar atom. In this case the physical processes of ionization
and ion multiplication within the plasma dominate the properties of the
discharge. However, when we consider discharges in reactive rather than
inert gases, chemical reactions often occur as a result of collisions involving
ions, atoms, molecules, and assorted excited and metastable variants of
these. An elementary description of the assorted physical and chemical
interactions and reactions between and among the assorted species within
the plasma is the substance of this section. In particular, we are interested
in the energies that are exchanged and the rates at which these collisions
occur.

4.4.1 COLLISION PROCESSES

Collisions are either elastic or inelastic depending on whether the internal
energy of the colliding species is preserved or not. In an elastic collision,
exemplified by the billiard-ball analogy of elementary physics and depicted
in Fig. 4-7a, only kinetic energy is exchanged; we speak of conservation of
both momentum and translational kinetic energy. On the other hand the
potential energy basically resides within the electronic structure of the
colliding entities; increases in potential energy are manifested by ionization
or other excitation processes. In an elastic collision no atomic excitation
occurs and potential energy is conserved. This is why only kinetic energy is
considered in the calculation. The well-known result for the elastic binary
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Figure 4-7 Models of (a) elastic and (b) inelastic collisions between moving (1) and stationary
(2) particles of masses M, and M,, respectively.

collision between a moving particle of mass M, and an initially stationary
particle of mass M, is

E, 3iM,v} 4M M
2= Zvi = 2 cos? 6. (4-27)
E, 3Mpr (M, + M,

We assume collision occurs at an angle 6 defined by the initial trajectory
of M, and the line joining the mass centers at contact. The quantity
4MM,/(M | + M,)?, known as the energy transfer function 7, represents
the ratio of the kinetic energy (E,) acquired by M, relative to the kinetic
energy (E,) of M,. When M, = M,, y has a value of 1, ie., after collision
the moving projectile is brought to a halt and all of its energy is efficiently
transferred to M,, which speeds away. When, however, M; « M, reflecting,
say, a collision between a moving electron and a stationary nitrogen
molecule, then the energy transfer function is ~4M /M, and has a typical
value of ~10~% Very little kinetic energy is transferred in the elastic
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collision between the electron and nitrogen molecule. This same formula
albeit with modification is incorporated in theories used to describe ion
collisions with surface atoms that ultimately result in the ejection of atoms
(sputtering).

Now consider inelastic collisions (Fig. 4-7b). The change in internal
energy, AU, of the struck particle must now be accounted for under the
condition requiring conservation of total energy. It is left as an exercise for
the reader to demonstrate that the maximum fraction of kinetic energy
transferred is given by (Ref. 4)

AU M,

- 29 4-28
M2 M, + M, " (4-28)

where v, is the initial velocity of particle 1. For the inelastic collision
between an electron and nitrogen molecule, AU/[2M v3]~ 1, when cos 6=1.
Therefore, in contrast to an elastic collision, virtually all of an electron’s
kinetic energy can be transferred to the heavier species in the inelastic
collision.

4.4.2 CROSS-SECTIONS

In Section 2.2.2 the collision diameter d, was introduced in connection
with mean free paths (4,,) of colliding gas atoms or molecules in a
reduced-pressure environment. The plasmas we will deal with have a
sufficient number of gas-phase atoms, molecules, and ions so that collisions
and reactions involving these species occur with some frequency. To
quantitatively deal with these processes we first define the collision cross-
section ¢, a circular area of magnitude nd?, that reflects the probability of
interaction or collision between particles (Refs. 4,5). The larger o, is, the
greater is the chance that other particles will encounter it. If the concentra-
tion of the gas species is n (number/cm?), then the preceding quantities are
related by

1 ngy = NG (4-29)

Although both 4,, and o, characterize collisions, /g, is usually reserved
for elastic collisions. On the other hand ¢, has broader applicability because
it characterizes inelastic collisions as well.

As an example of a collision process let us consider ionization of an inert
noble gas atom due to electron impact. Ionization cross sections, a,, for
such gases are plotted as a function of E in Fig. 4-8. Units of ¢, are in
8.88 x 10717 cm?, which corresponds to the circular area associated with
the Bohr radius (a,), i.e., a,=0.53 x 10”8 cm. The ionization energy thresh-
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Figure 4-8 Total ionization cross sections for various gases plotted as a function of energy.
(From S. C. Brown, Basic Data of Plasma Physics, 2nd ed. MIT, Cambridge, MA, 1967.
Reprinted with the permission of The MIT Press.)

old (E,,) is the minimum energy required to eject the most weakly bound
electron; typically, E, is 15-20eV. Because no ionization occurs for
electrons impacting with energy (E) below E,;, the ionization cross section
g, is zero. As E rises so does ¢,, because a greater number of accessible
electron levels means an increasingly greater ionization probability. A
maximum is reached at E values of ~100¢eV, after which o, declines.

In addition to ionization of atoms or molecules, inelastic collisions by
electrons may also lead to internal vibrational and rotational excitation of
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these species with cross sections given by o, and o,, respectively (Refs. 4, 7).
Attachment and dissociation reactions characterized by ¢, and ¢4 may also
occur. It is common to add the various ¢ to ¢, and define a total cross-
section oy for the reaction process, ie., or =0, + 0, + 0, +0, + 04+ .
Each constituent cross section contributes its particular energy dependence
so the overall variation of g1 vs E is very complex. The overall value g5 is
applicable when describing plasma reactions in a macroscopic sense.

4.4.3 PLASMA CHEMISTRY

Thus far we have primarily considered inert-gas plasmas and physical
interactions. Now we turn our attention to far more complex plasmas that
contain multicomponent species in assorted activated states. These undergo
the kinds of chemical reactions that occur in the plasma-enhanced etching
and chemical vapor deposition processes discussed in Chapters 5 and 6,
respectively. A brief summary of the rich diversity of inelastic collisions and
reactions that occur in the gas phase is given in Table 4-1, where both
generic examples and actual reactions are noted. In addition to electron
collisions listed first, ion—neutral as well as excited or metastable-ion—
excited and excited atom—neutral collisions also occur. Evidence for these
uncommon gas-phase species and reactions has accumulated through real-
time monitoring of discharges by mass as well as light-emission spectro-
scopy. As a result, a remarkable picture of plasma chemistry has emerged.
For example, a noble gas such as Ar when ionized loses an electron and
resembles Cl electronically as well as chemically.

Simple associations and comparisons with traditional gas-phase chemis-
try disguise the complexity of plasma reactions. Our first inclination may be
to think that plasmas represent a tractable perturbation on traditional gas
or gas—solid chemistry. But unlike the several hundred degrees K charac-
teristic of ordinary or free atoms and molecules, electron temperatures are
tens of thousands of kelvins. Under these conditions activated and charged
atomic and molecular species and compounds are created. These participate
in homogeneous gas-phase chemical reactions that are not driven thermally
but rather by the energetics of the discharge; this means they occur by
nonthermal and nonequilibrium processes. In addition, there are the
plasma-modified gas-solid or heterogeneous reactions to contend with. These
possess their peculiar collection of active reactants, modified surfaces, and
resultant metastable and stable products.

In conclusion, plasma reactions are not in equilibrium and react in
complex ways that confound thermodynamic and kinetic descriptions of
them.
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Table 4-1

Chemical Reactions in Plasmas

A. Electron collisions

Type Generic reaction Example reaction
Ionization e +A->AT £ 2e” e +0->0"% +2”
e +A, > AT + 2 e +0,->05 +2"
Recombination e +AT A e +0"->0
Attachment e +A->A" e +F->F~
e” +AB—>AB~ ¢” + SF, - SFs
Excitation e +A,> A +e” e +0,->0%+e”
e+ AB > (AB)* + e-
Dissociation e” + AB—> A* + B* + e~ e +CF,->CFf +F*+e”
Dissociative e +AB—>A+B" +2e” e +CF,>F+ CF§ + 2~
ionization
Dissociative e”+A, AT +A 7 e”+N,>N"+N~ +e”
attachment

B. Atom—ion—molecule collisions

Type Generic reaction
Symmetrical charge transfer A+A">AT +A
Asymmetric charge transfer A+B"->A*+B
Metastable—neutral (Penning ionization) A*+B—>B" + A +e”
Metastable—metastable ionization A*+B*>B+A" +e”

4.4.4 CHEMICAL REACTION RATES

For convenience we have divided chemical reactions in plasmas into two
categories, i.e., electron—atom (or —molecule) and molecule—molecule. Of
the two, the latter reactions are perhaps more readily understood in terms
of classical chemical reaction rate theory. Consider, for example, the
bimolecular reaction, A + B — P (products). We may then write (Ref. 5)

dnp/dt = k,g(T)nsng (4-30)
where concentrations of the involved species are denoted by n. Rate constant
k,p(T) is expected to be thermally activated, i.e., ko5(T) = ko exp — (E/kgT),

with k, and E characteristic constants of the reaction. Plasma-etching
reactions have been analyzed (Ref. 8) employing these concepts and the



170 Discharges, Plasmas, and Ion—Surface Interactions

Arrhenius dependence of the rate constant conclusively demonstrated (see
Section 5.4.4).
Now consider electron collision reactions generically denoted by

e +A->P (products).

For this case, ionization, excitation, attachment, etc., products form at a rate
given by

dnp/dt = k(e, T)n n, (4-31)

where k(e, T) in typical units of cm?®/s is the rate constant. Unlike reactions
characterized by Eq. 4-30 where the neutrals or ions are close to transla-
tional equilibrium, the electron energies are well above thermal equilibrium
values. Because of this k(e, T) depends strongly on the electron energy (E,)
as well as the electron-energy distribution function f(E,). Like the velocity
probability distribution function of Eq. 2-1, it is common to approximate
the temperature dependence of f(E.) = (1/n,) dn./dE, by a similar Maxwell—
Boltzmann-like expression. But k(e, T) is also proportional to the particular
collision cross section (op(E)) and electron velocity (v,(E)) so that by
integrating over the range of energies we obtain (Ref. 5)

kie, T) = J‘oo S(EJv.(E)o(E) dE. (4-32)

It is well beyond the scope of this book to continue much further except to
note that rate constants for many plasma reactions have been theoretically
estimated. In view of the complexities involved, values of k(e, T) so deter-
mined may illuminate trends but often have limited quantitative value.
Suffice it to say that plasma generated reactions generally enhance chemical-
vapor deposition and film etching processes. Thus gas-phase chemical
reactions will usually occur more rapidly and at lower tempertatures with
benefit of plasma assist.

4.5 PHYSICS OF SPUTTERING

4.5.1 AN INTRODUCTION TO ION-SURFACE
INTERACTIONS

Aside from occasional references to plasma sheaths, this chapter has
been almost totally concerned with events occurring within the plasma gas
phase. However, films and surfaces immersed in plasmas or exposed to
impinging ions are subjected to one or more of the interactions shown
schematically in Fig. 4-9. Critical to the implementation of thin-film
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processing, characterization of resulting films, and modification of their
properties is an understanding of such ion—surface interactions. This is a
large subject and the following comments and distinctions may prove
helpful in guiding the reader through our treatment of it.

1. Tons that bombard surfaces can arise from both plasmas and ion
beams.

2. Upon bombarding a surface incoming ions may be reflected back,
stick or adsorb, scatter, eject or sputter surface atoms, or get buried in
subsurface layers (ion implantation). Surface heating, chemical reactions,
atom mixing, and alteration of surface topography are other manifestations
of ion bombardment.

3. Ion beam energy is critical in defining the nature of the interaction
with surfaces by changing the probability of surface sticking and reaction
(Ref. 10). Thus at kinetic energies less than ~10~2¢eV (the thermal energy
kg T at room temperature), the sticking probability, defined as the ratio of
the number of product or deposited atoms to the number of impinging ions,
is usually unity; therefore, condensation as well as chemisorption (Section
7.2.5) occurs readily. As shown in Fig. 4-10, from ~1072¢V to ~10*¢V the
ion sticking probability typically drops, reaching a minimum of ~0.2 at
20 eV, but thereafter it rises with increasing energy to about 0.6; important
sputtering processes occur in this ion-energy range. In the regime of ion
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Figure 4-10 Particle-sticking probability as a function of energy. The dashed vertical line
corresponds to room-temperature thermal energy. (From S. R. Kasi, H. Kang, C. S. Sass, and
J. W. Rabalais, Surface Science Reports 10, Nos. 1/2, p. 1 (1989). Reprinted with the permission
of Elsevier Science Publishers and Professor J. W. Rabalais.)
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implantation from roughly 10* eV and above (up to ~10°¢€V), the sticking
probability again rises to near unity as ions are buried beneath the surface.
In this range of energies the sputtering probability is small. In addition to
ion energy, other important variables include type of ion (mass, charge), the
nature of surface as well underlying atoms, and the film or substrate
crystallography and texture.

4. When generated within typical glow discharges, ion energies range
from a few to a hundred clectron volts. On the other hand, ion beams
possessing well-defined, generally higher energies are usually intended for
processing in vacuum. For low ion energies (~ 1keV) specially designed
broad beam ion guns (see Section 5.5.4.2) are employed, while ion acceler-
ators generate high-energy beams. In general, plasmas and low-energy ion
beams are utilized during film deposition and etching processes. However,
high-energy ion beams are primarily used for ion implantation, and to a
lesser extent for the surface modification of both bulk solids and previously
deposited thin films.

5. Ton bombardment of surfaces is exploited in two different ways during
the sputter deposition of thin films. Sputtering occurs at cathodes as a result
of ion transport through the dark space and impact with the target. However,
where substrates are located, ion bombardment by plasma species simulta-
neously serves to modify the properties of the depositing sputtered film.

6. In many applications where they are used, e.g., ion implantation and
ion milling, the ion beams are generally “pure” with respect to mass and
charge, monoenergetic, and well focused, and they impinge with a controlled
geometry on surfaces maintained under vacuum. In contrast, ions emanating
within plasmas possess a broader energy distribution, travel along more
random trajectories, and coexist with other particles in an elevated-pressure
environment.

7. As a result of ion bombardment, assorted charged particles (e.g.,
electrons, ions), neutrals, and photons of varying energies and abundances
are emitted from the surface. Contained within them is a rich source of
compositional and structural information on surface properties. Therefore,
films can be characterized by detecting and analyzing these emitted signals.
Several ion-beam techniques for achieving these ends, e.g., Rutherford
backscattering (RBS) and secondary ion mass spectroscopy (SIMS), are
described in Chapter 10.

In keeping with an earlier stated objective, the remainder of this chapter
will focus on the scientific principles underlying ion—surface interaction
phenomena as they relate to the deposition of thin films. We focus on
sputtering in this section and conclude with film modification effects in
Section 4.6. The practical benefits of ion bombardment during film growth
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as well as etching will be better appreciated in the context of plasma
processing and the issues they raise; these subjects are therefore deferred to
the next chapter.

4.5.2 SPUTTERING

4.52.1 The Moment of Impact

It is instructive to record the sequence of events that occurs as an
energetic ion approaches and impinges on a surface (Ref. 11). The first thing
that happens is electron exchange when they are angstroms apart. Such
processes are extremely fast, occurring within ~107'%s, and result in
electronic excitations such as Auger-electron tunneling transitions. Because
work functions of most solids are less than the ionization potentials of most
gases, the latter capture electrons from the former. Thus, the scattered and
recoiled species with keV energies are largely neutral. When the ion—solid
encounter distance further decreases, the separate atoms of atomic number
Z, (ion) and Z, (surface) evolve into molecular orbitals of a quasimolecule
and finally into the atomic orbitals of an unstable but united atom of atomic
number Z, + Z,. As the encounter distance shrinks even more, electronic
repulsion and the Pauli exclusion principle begin to dominate, resulting in
atomic separation and collisional reionization of neutrals. This may be
viewed as the moment of collision. During the collision step several processes
are possible depending on what is impacted and with what energy. For
example, if an ion strikes an atom of a molecule, the latter may dissociate.

Reflection of incoming ions from surfaces is also a possibility. Reversal of
ion motion and return to the vapor phase becomes more probable the closer
the angle 6 in Eq. 4-27 is to zero, i.e., normal impact, and the larger M, is
relative to M. Thus, bombarding ions of low energy often get adsorbed on
the surface.

4.52.2 Sputter Yields

When the ion impact establishes a train of collision events in the target,
leading to the ejection of a matrix atom, we speak of sputtering. Since
sputtering is the result of momentum transfer it has been aptly likened to
“atomic pool” where the ion (cue ball) breaks up the close-packed rack of
atoms (billiard balls), scattering some backward (toward the player). The
sputter yield S is defined as

S Number of sputtered atoms

4-33
Incident particle ( )
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Figure 4-11 Three energy regimes of sputtering. (a) Single knock-on (low energy), (b) linear
cascade, (c) spike (high energy). (After P. Sigmund.)

and is a measure of the efficiency of sputtering. Experimental values of S
ranging from 10~ to as high as 10® have been reported (Ref. 11). However,
a narrower two orders of magnitude range in S from 10~! to 10 character-
izes most practical sputtering processes. Three regimes of sputtering have
been identified, and they are schematically depicted in Fig. 4-11; much has
been written on all three of these, but we shall only consider the first two
regimes here.

4.5.2.2.1 Single Knock-On

In this case ion—surface collisions set target atoms in motion and may
simply give rise to separate knock-on events. If enough energy is transferred
to target atoms, they overcome forces that bind them and sputter. The
threshold energy, E,,, is the minimum energy required to do this. Typical
values for E, range from 5 to 40eV and depend on the nature of the
incident ion, and on the mass and atomic number of the target atoms. Most
important, however, is the binding energy of atoms to the surface (Uy), a
quantity that appears in all theoretical estimates of E,,. Typically, Ug may
be assumed to be the heat of sublimation or vaporization and ranges
between 2 and 5eV. A chronological summary of these estimates is given by
Malherbe (Ref. 11) together with ranges of applicability. Two of the simplest
approximations include E,, = 4Us, for 0.08 < M /M, < 1, and E,, = Uy/y,
where 7, the energy transfer function, was defined earlier (Section 4.4.1). In
the last expression y essentially magnifies the value of Ug by accounting for
the fraction of the ion energy transferred in the collision. Experimentally
measured values for E,;, are entered in Table 4-2 for a number of metals and
semiconductors.
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Table 4-2
Sputtering Yield Data for Metals (Atoms/Ion) and Semiconductors (Molecules/Ion)

Sputtering gas He Ne Ar Kr Xe Ar Ar threshold
energy (keV) — 0.5 0.5 0.5 0.5 0.5 1.0 voltage (eV)
Ag 0.20 1.77 3.12 3.27 3.32 3.8 15
Al 0.16 0.73 1.05 0.96 0.82 1.0 13
Au 0.07 1.08 2.40 3.06 3.01 3.6 20
C 0.07 — 0.12 0.13 0.17

Co 0.13 0.90 122 1.08 1.08 25
Cu 0.24 1.80 2.35 2.35 2.05 2.85 17
Fe 0.15 0.88 1.10 1.07 1.0 1.3 20
Ge 0.08 0.68 1.1 1.12 1.04 25
Mo 0.03 0.48 0.80 0.87 0.87 1.13 24
Ni 0.16 1.10 1.45 1.30 1.22 2.2 21
Pt 0.03 0.63 1.40 1.82 1.93 25
Si 0.13 0.48 0.50 0.50 0.42 0.6

Ta 0.01 0.28 0.57 0.87 0.88 26
Ti 0.07 0.43 0.51 0.48 043 20
w 0.01 0.28 0.57 0.91 1.01 33
GaAs 0.10 0.83 1.52 20-25
InP 1.00 1.4 25
GaP 0.87 36
SiC 0.13 0.40 17
InSb 0.50

From Refs. 4 and 6. Compound semiconductor data for normal ion incidence (Ref. 11).

4.5.2.2.2 Linear Collision Cascade

At higher ion energies, one or more so-called linear collision cascades are
initiated. When this happens the density of recoils is sufficiently low so that
most collisions involve one moving and one stationary particle, instead of
two moving particles. The result of such processes is sputtering, i.c., the
ejection of target atoms. Sputtering in the linear collision-cascade regime has
been theoretically modeled by many investigators, but the theory due to
Sigmund (Ref. 12) is the most widely accepted and used to describe this
process. This theory views S as a product of two terms, namely,

S = AF,(E), (4-34)
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where the first term, denoted by A, is a materials constant. It reflects
properties such as Ug, the range of displaced target atoms, and the number
of recoil atoms that overcome the surface barrier of the solid and escape.
The second term, F|,, accounts for the energy deposited at the surface and
depends on type, energy, and incident angle of the ion, as well as on target
parameters. In particular, the energy loss ions suffer through repeated
nuclear collisions as they traverse the target is the key factor. Specifically,
Fp = aNS,(E), where S,(E) is defined as the nuclear stopping power and
NS, (E) is the nuclear energy loss, (dE/dz),; furthermore, N is the atomic
density of the solid, and o(M ,/M, ) can range from 0.1 to 1.4 depending
on mass ratio and angle of impact, but often assumes a value between 0.2
and 0.4. The Sigmund theory provides the specific dependence of S on E for
both low and high energies. At low energy

304M, M,E

- E < 1keV). 4-35
4°(M | + M, Uy (B < TkeV) (4-35)

However, for energies above 1keV, A = 0.042/NUj (A/eV) and therefore,
S =0.042aS,(E)/Us. (4-36)

As an exercise (Ref. 13), let us calculate S for argon incident on copper in
the approximation that S, (E) is independent of energy. For Cu, NS, =
124eV/A and N = 8.47 x 10~ 2 atoms/A 3, yielding S, = 1464 eV-A2/atom.
Further, assuming Ug =3¢V and a« = 0.25, substitution in Eq. 4-36, gives
S = 5.1, a value that compares with the measured value of ~2.6.

When the energy dependence of S is required, S,(E) must be known and
in one approximation it takes the form

— dna lezszﬁ;x(E)

S,
M, + M,

(4-37)
Here Z, and Z, are the atomic numbers of the projectile and target atoms,
respectively, a is the effective radius (0.1 to 0.2 A) over which nuclear charge
is screened by electrons during the collision, g is the electronic charge, and
so(E) is a reduced nuclear stopping cross section, whose values have been
tabulated (Refs. 12, 14).

The sputter yields for a number of metals and semiconductors are entered
in Table 4-2. Readers should be aware that there is much scatter in these
determinations among different investigators. For the metals, values at two
different energies (0.5keV and 1.0keV) as well as five different inert gases
(He, Ne, Ar, Kr, and Xe) are listed. It is apparent that S values typically
span a range from 0.01 to 4, and increase with the mass and energy of the
sputtering gas. Data on the energy dependence of the sputter yield of Al by
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Figure 4-12 Sputter-yield values for Al as a function of energy. Letters on the plot refer to
data from the following investigators: A. Yonts, Normand, and Harrison (1960); B. Fert,
Colombie, and Fagot (1961); C. Laegreid and Wehner (1961); D. Robinson and Southern
(1967); E. Weijsenfeld (1967); F. Oechsner (1973); G. Braun, Emmoth, and Buchta (1976); H.
Okajima (1981). (From N. Matsunami, et al, AT Data. Nucl. Data Tables 31, 1 (1984).
Reprinted with the permission of Academic Press, Inc.)

Ar, obtained by eight different investigators over a 20-year span, are plotted
in Fig. 4-12. The roughly linear rise in S with E, the peaking at approxi-
mately 10keV, and the subsequent decline at energies above 100keV is
typical for many metals and basically reflects the energy dependence of
S.(E).

One of the recent attempts to model sputtering in the linear collision
cascade regime is due to Mahon and Vantomme (Ref. 15). They considered
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S to be a product of three factors given by
S = (E/E,,J(R./Ry)(1/4). (4-38)

This expression reflects the respective energy, spatial, and directional dis-
tribution factors that characterize the sputtering process. The first term
E/E,,, is the effective number of recoiling target atoms created per incident
ion penetration, where E,,, is the average energy at the practical endpoint
of the cascade. Factor R, /R, essentially represents the ratio of the range of
recoiling atoms at the surface (R,) to the range of the projectile ion (R)) in
the target; R, is dependent on energy loss with distance. Finally, factor §
reflects the fraction of atoms close to the surface, possessing the requisite
energy to escape, that are traveling in the right direction. Spatial averag-
ing of ion emission obeying a cosine distribution law is used to obtain this
value.

The theory was applied to aluminum and tungsten sputtered with E =
1 keV argon ions. Upon substitution of appropriate values for the factors in
Eq. 4-38, a value of S = 1.34 was obtained for Al. Proceeding in this manner
the calculated values of S as a function of E were obtained and plotted in
Fig. 4-13. A comparison with measured sputter yields for Al (Fig. 4-12)
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Figure 4-13 Calculated sputter yields for aluminum and tungsten as a function of projectile
energy for argon. (From J. E. Mahan and A. Vantomme, J. Vac. Sci. Technol. A15, 1976 (1997).
Reprinted with the permission of Professor J. E. Mahan.)
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generally reveals good agreement. Significantly, this simplified collisional
model reproduces trends in experimental data for the projectile energy,
mass, and target dependence of the sputter yield.

4.5.2.3 Sputtering of Alloys

In contrast to the fractionation of alloy melts during evaporation, with
subsequent loss of deposit stoichiometry, sputtering allows for the deposi-
tion of films having the same composition as the target source. This is a
primary reason for the widespread use of sputtering to deposit metal alloy
films. We note, however, that each alloy component evaporates with a
different vapor pressure and sputters with a different yield. Why, then,
is film stoichiometry maintained during sputtering and not during
evaporation? One reason is the generally much greater disparity in vapor
pressures compared to the difference in sputter yields under compar-
able deposition conditions. Secondly, and more significantly, melts hom-
ogenize readily because of rapid atomic diffusion and convection effects
in the liquid phase; during sputtering, however, minimal solid-state diffu-
sion enables the maintenance of the required altered target surface
composition.

Consider now sputtering effects (Ref. 16) on a binary-alloy target surface
containing a number of A atoms (n,) and B atoms (ng) such that the total
number is n = n, + ng. The target concentrations are C, = n,/n and Cy =
ng/n, with sputter yields S, and Sj. Initially, the ratio of the sputtered atom
fluxes () is given by

Vs _ SaCa
Vs SiCy

(4-39)

If n, sputtering gas atoms impinge on the target, the total number of A
and B atoms ejected are n,C,S, and n,CySy, respectively. Therefore, the
target surface concentration ratio is modified to

Ci _ &(1 —n,S,/n) (4-40)
C;3 CB (1 - ngSB/n)

instead of C,/Cy. If S, > Sg, the surface is enriched in B atoms, which now
begin to sputter in greater profusion, i.e.,

Wa _ S,Ci _ SAC,(1 — ngSA/n)
Y SpCs  SpCy(l — n,Sy/n)

(4-41)
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Progressive change in the target surface composition lowers the sputtered
flux ratio to the point where it is equal to C,/Cy, which is the same as the
original target composition. Simultaneously, the target surface reaches the
value C,/Cy = C,S5/CgS,, which is maintained thereafter. A steady-state
transfer of atoms from the bulk target to the plasma ensues resulting in
stoichiometric film deposition. This state of affairs persists until the target is
consumed. Conditioning of the target by sputtering a few hundred layers is
required to reach steady-state conditions. As an explicit example, consider
the deposition of Permalloy films having the atomic ratio 80 Ni—20 Fe from
a target of this same composition. Using 1 keV Ar, the sputter yields are
Sni = 2.2 and S, = 1.3. The target surface composition is altered in the
steady state to Cy;/Cr. = 80(1.3)/20(2.2) = 2.36, which is equivalent to 70.2
Ni and 29.8 Fe.

4.5.2.4 A Potpourri of Sputtering Results and Effects

Over the years a large number of interesting experimental observations
have been made with regard to sputtering effects. The influence of sputtering
gas and ion energy have already been discussed. Other phenomena and
results are listed next in no particular order.

1. Effect of periodic table. Sputter yields were measured for metal ele-
ments in given rows of the periodic table using 400 eV Ar ions (Ref. 17). In
the sequence Zr, Nb, Mo, Ru, Pd, and Ag, there was a continuous rise in S
from ~0.5 to about 2.7. Similar, although smaller, increases in S were
observed for those elements lying in the row between Ti and Cu, as well as
the row between Ta and Au. The well-known strong inverse variation
between S and sublimation energy is apparent in these results. In a similar
vein, the previously noted correlation between threshold energy (E,,) and
sublimation energy (Ug) has been roughly verified for many metals, i.e.,
E, ~ 5Uq.

2. Crystallographic effects. Studies of ion-bombarded single crystals re-
veal that atom emission reflects the lattice symmetry. In FCC metals it has
been demonstrated that atoms are preferentially ejected along the [110]
direction, but ejection in [100] and [111] directions also occurs to lesser
extents (Ref. 18). For BCC metals [111] is the usual direction for atom
ejection. These results are consistent with the idea that whenever a beam
sees a low density of projected lattice points the ions penetrate more deeply,
thus reducing S. Such observations on single crystals confirmed momentum
transfer as the mechanism for atomic ejection; the notion of ion-induced
melting and evaporation of atoms was dispelled because preferred directions
for sublimation of atoms are not observed.
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3. Energy distribution of sputtered atoms. Sputtered atoms have neither
zero nor very high energies; instead the distribution peaks in between at
typical energies 2 to 7 eV. The number distribution of sputtered atoms as a
function of energy is reminiscent of the Boltzmann distribution for gas or
evaporated particle energies whose peak magnitudes cluster about the much
smaller thermal value of ~0.1¢eV.

4. Angular distribution of sputtered atoms. As is the case for evaporation,
a cosine law distribution for the emission of sputtered atoms is generally
observed (Ref. 18). Slight deviations from this law have been observed
depending on ion energy, metal, and degree of crystallographic texture in
the target. The emission lobe is generally extended (i.e., overcosine) normal
to the target for high ion energies and compressed (i.e., undercosine) at low
energies.

5. Angle of ion incidence. The entire discussion of sputtering until now
has assumed that ion impingement is normal to the target surface. It has
been observed, however, that the sputter yield (S(8)) depends on the angle
(0) defined between the directions of ion incidence and the target normal.
Furthermore, as shown in Fig. 4-14, S(f) is enhanced relative to S(6 = 0)
such that the ratio §(6)/S(6 = 0) is found to vary as (cos §) ! for values of
0 up to ~70° (Ref. 19). Physically, shallower collision cascades create a
greater density of displaced surface atoms that can be potentially sputtered.
However, the inverse cos 8 dependence obviously fails at glancing angles
approaching 90° because the number of ions penetrating the surface drops
precipitously.

6. Sputtering of compound semiconductors. Most of the previous dis-
cussion applies to metals, and with the exception of item (2) earlier, refers
largely to polycrystalline targets. Sputtering effects in compound semicon-
ductors display similar features but there are interesting differences (Ref. 11).
Based on emission patterns there is evidence that these normally single-
crystal targets sputter preferentially along crystalline directions at elevated
temperatures, but when the targets are cooled sputtering is isotropic.
Apparently, at lower temperatures the ion bombardment and radiation
damage create sufficient structural defects to amorphize surface layers. At
higher temperatures, amorphous regions do not form because the defects
anneal out; the target remains crystalline and sputters accordingly. A
transition temperature separating these sputtering regimes has been sugges-
ted in GaAs. Wide variations in S may arise from deep ion penetration or
channeling along certain crystallographic directions and a complex damage
distribution as a function of ion energy and flux.

7. Sputtering of molecules. Sputtering is not limited to the world of
inorganic materials. Very complex organic molecules have been ejected
intact into the vapor phase when electronically excited by incident photons,
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Figure 4-14 Sputter-yield dependence of Ag, Ta, Ti, and Al on angle of incident 1.04 keV Ar.
(From H. Oechsner, Appl. Phys. 8, 195 (1975). Reprinted with the permission of Professor H.
Oecchsner.)

electrons, and ions. The process has been called “electronic” sputtering (Ref.
20). For example, with fast heavy ions (~1 MeV) bovine insulin molecules
(Cy54H;3,,N¢50,5S,) were emitted from a solid sample and C®° buckyballs
were ejected from a (C,H,F,), polymer. In the latter case it has been
suggested that ion-beam interaction yields a highly ionized region 0.4 nm in
diameter where molecules are formed. Surrounding this out to a 2-nm
diameter, large intact ions are ejected. And large neutral molecules are
sputtered within a 4-nm diameter. Beyond this out to a diameter of 10 nm
there is impact damage.
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4.6 ION BOMBARDMENT MODIFICATION
OF GROWING FILMS

4.6.1 INTRODUCTION

In the previous section our primary interest was ion bombardment of
cathodes, and particularly the removal of atoms by sputtering. Now we are
concerned with how ion-bombardment effects modify the composition,
structure, and properties of the atoms that remain in the growing film. At
the outset it is useful to enumerate (Ref. 21) the various energetic particles
that impinge on surfaces immersed in plasmas or exposed to ion bombard-
ment. First there are the sputtered neutral species that leave the target with
translational kinetic energies of ~3—10¢V. In addition, some ions striking
the target become charge neutralized and are reflected back toward the
substrate as neutrals, retaining much of their initial ion energy. For a given
ion mass the reflection probability is greater the higher the target mass. The
energy both kinds of neutrals (reflected atoms and sputtered atoms) carry
to the growing film depends strongly on system pressure because the latter
controls gas-phase scattering. Plasma ions also strike the film surface. These
arrive with energies that largely depend on the potential gradient across the
anode plasma sheath and gas pressure. Unlike neutrals, ions can enhance
their energy by accelerating through the sheath. In DC sputtering systems
the plasma potential is typically 5-10 V above ground, but can reach values
10 times higher in certain RF configurations. A negative bias voltage placed
on the substrate can substantially increase the energy of bombarding ions,
and this is the basis of bias sputtering (Section 5.2.3.3).

During plasma-deposition processes, it is common for atoms that will
eventually comprise the film to deposit together with a flux of energetic,
bombarding inert or reactive gas ions. As long as more incident atoms
deposit than are sputtered away, the film thickens. Just as the simultaneous
impingement of (neutral) evaporated metal and residual gas atoms affects
the resultant film purity (see Section 3.3.4), we may expect a potentially
richer assortment of property modification effects in plasma deposited films.
Many more variables are at play now, e.g., type of ions and their energy,
impingement flux, and direction of impact in addition to the nature of the
film, substrate, and deposition temperature. Most important perhaps is the
ion energy, whose release promotes the atomic kinetic activity that modifies
composition, film structure, and many derivative properties. Examples of the
latter include the film grain size and orientation, defect concentrations,
stress, film adhesion, and topography of the film surface, all of which alter
mechanical as well as electrical, magnetic, and optical properties.
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The details of ion-enhanced film modification are governed by the
complex interplay of microscopic events that flow from the involved process
variables. Specific ion-assisted deposition processes, film materials, and
properties modified will be treated again in later chapters, which may
occasionally have to be consulted in advance. With this caveat, it is
instructive to begin by considering the bonding of an incident low-energy
atom to a film surface.

4.6.2 TEMPERATURE SPIKES

Even at the thermal energies (k;T) involved in the condensation of atoms
from the vapor phase, the release of latent heat induces a temperature spike
in the film at the point of impingement. Machlin (Ref. 22) has estimated that
the maximum thermal-diffusion distance (r) for such a depositing adatom is
r = 04a,(E/Eg)'?, where E is the energy transferred, Eg is the activation
energy for surface diffusion, and a, is the atomic radius. For ion energies at
the sputtering threshold where E/Eg ~ 30, r is calculated to be only 1.2a,.
Thus, adatoms do not move much more than an atomic distance away from
where they impinge.

At much higher energies, however, a spike regime (see Fig. 4-11c) is
entered where all of the atoms are simultaneously in motion within a local
volume of the bulk. Atoms within the spike resemble a high-temperature,
pressurized gas bubble. For example, if an ion impinges at 100 eV, calcula-
tion shows that within 7 x 10~ !s, T ~ 3300 K and P = 10° atm (Ref. 23).
Ejection of atoms in such a thermal spike can be expected as a result of
vaporization rather than a collisional mechanism. Localized defects, struc-
tural rearrangements, and radiation damage are generated in the process,
each at a characteristic critical ion-impact energy.

From the examples given it is clear that in the energy window of a few
to a few tens of electron volts, surface diffusion occurs; but at higher energies
subsurface atom motion becomes more important.

4.6.3 STRUCTURAL MODIFICATION

Provided an elastic collision approximates what happens between an
incident ion and the surface of a depositing film, considerable sub- and
near-surface atomic shuffling may occur. Because of upward momentum
transfer, this eventually leads to rearrangement of surface atoms. Thus we
may expect modification of both film structure and film composition. These



186 Discharges, Plasmas, and Ion—Surface Interactions

two important issues are now addressed in the remainder of this and the
next section. Ion bombardment of growing films modifies at least four
measurable characteristics of its structure: (1) surface topography and
roughness, (2) crystallography and texture, (3) grain structure, including
grain size and morphology, and (4) defects and stress.

4.6.3.1 Surface Topography Modification

In evaporative deposition processes the evolution of surface features on
growing films is very much dependent on the substrate temperature and
statistical fluctuations in the impinging particle flux and subsequent atomic
surface diffusion. At high temperatures, diffusion is rapid, and a typically
rough, hillocky film topography that is controlled by surface energy con-
siderations emerges. Adatom diffusion is frozen at lower temperatures,
however, and film surfaces are less rough. A smoothing of the surface is also
observed under simultancous ion bombardment, as comparisons between
thermally evaporated and sputtered films typically reveal. This is particu-
larly true for low-energy (1-10¢V) ions in a low pressure plasma. For ion
bombardment at higher energy we may expect breakup of surface clusters
upon impingement, a process that would tend to planarize deposits.

Film smoothing and improved coverage of depressions, corners, and
steps are enhanced by resputtering. The phenomenon of resputtering occurs
when energetic ions cause atoms in the film deposit to sputter. It is less
tightly bound atoms at atomic projections and regions of high curvature
that are particularly vulnerable to resputtering under angular ion impact.
The involved atoms generally land nearby where they further energize
atomic diffusion and promote planarization of the film surface.

While ion flux induced surface smoothing occurs during film growth, an
interesting roughening of surface topography is observed under certain
conditions. Ions of moderate energy, i.e., less than 1keV on up to tens of
keV, are necessary. Under ion bombardment various micron-sized surface-
structures such as cones, pyramids, ridges, ledges, pits, and faceted planes
form. Sometimes quasi liquid-like and microtextured labyrinth-like features
also develop. An example of cone formation on a Cu single crystal after
40 keV Ar bombardment is shown in Fig. 4-15. The term “cone formation”
is used to generically categorize this class of topological phenomena.
Wehner (Ref. 24) and Banks (Ref. 25) have extensively reviewed aspects
of ion-beam-induced surface topography and texturing effects, including
materials systems that are susceptible, processing conditions, and theories
for the observed effects. Known for a half-century, cone formation has been
interpreted in terms of either left-standing or real-growth models. The former
model views conical projection arising from sputter-resistant impurities or
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Figure 4-15 Pyramid structures on a single-crystal Cu surface after 40 keV Ar bombardment.
From J. L. Whitton, G. Carter, and M. J. Nobes, Radiation Effects 32, 129 (1977).

intentionally deposited seed atoms (e.g., Mo) that etch or sputter at a lower
rate than the surrounding surface (e.g., Cu). Sputter-yield variations as a
function of ion incidence angle, nonuniform redeposition of atoms on
oblique cones, and surface-diffusion effects are operative in this mechanism.
The latter model likewise requires the presence of impurity seed atoms. In
this case, however, they serve as nucleating sites for growth of genuine
single-crystal whiskers that sprout in all crystallographic directions relative
to ion incidence. The subsequent interplay among whisker growth, surface
diffusion, and sputtering results in the observed cones. Cone formation is
likely to be more visible on impure sputtering targets than on depositing
thin films. Nevertheless, crystallographic features may be etched into a film
surface if strongly anisotropic sputtering occurs.

4.6.3.2 Crystallography and Texture

Changes in interplanar spacings and film orientations are among the
effects in this category of structural modification. Distortions from cubic to
tetragonal crystal structures also occur. Expansions in the (111) lattice
spacing of close to 1% have been observed in several ion-bombarded metal
films (Fig. 4-16a). Interestingly, with increasing ion energy the interplanar
spacing sometimes peaks and then diminishes, suggesting that gas and
associated defects are first incorporated, but then partially anneal out.
Similar effects were reported in an extensive study by Kuratani et al.
(Ref. 26) on ion beam assisted deposition of Cr under energetic Ar ion
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Figure 4-16 (a) Lattice distortion of Ni, Pd, Ag, and Cu films grown under Ar ion
bombardment of indicated energy. (b) Grain size and dislocation density of Ag films deposited
at room temperature as a function of the average energy per deposited atom. The average
energy is the weighted sum over ions plus atoms. Film thickness is approximately the same in
all cases. (From Ref. 21.)
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bombardment. By either increasing ion energies or the ratio of arriving Ar
(ions) to Cr (atoms), the Cr lattice constant was found to increase from
0.28845 to 0.2910 nm. The observed film surface roughening at the maxi-
mum lattice constants is apparently due to the very large internal compres-
sive stress levels generated and the microdestruction of the lattice as a
result.

Films frequently display preferred orientation, or preponderance of
certain planes lying parallel to the substrate plane, in the presence of ion
bombardment. For example, in metal films grown on amorphous substrates,
low-index, high atomic density planes, e.g., (111), (110), often lie parallel to
the film surface. A better appreciation of why such preferred orientation
develops in films will emerge with an understanding of ion-beam channeling
effects, a subject discussed in Section 4.6.4.2.

4.6.3.3 Grain Structure

That the microstructure of thin films can vary widely is a theme that
pervades the book, and in particular, Chapter 9. When observed in plan
view, typical polycrystalline thin films (if there is such a thing) appear to be
roughly equiaxed with considerable variation in grain size. In cross section
such films have a tilted, voided columnar structure that reflects low atom
mobility and the shadowing effects of previously deposited material. It is
well documented that ion bombardment generally causes a reduction of film
grain size. In bulk solids, it is also known that impurity atoms segregate to
grain boundaries (GBs) and associate with matrix atoms and defects located
there. Incorporated gas atoms and precipitates constitute such impurities in
sputtered films. Since their presence effectively pins GBs, migration of
the latter are prevented and small grains result. As Fig. 4-16b shows, the
grain size of Ag falls as the average energy per depositing atom rises to
40 eV/atom, but then remains constant above this value. Apparently, some
structural annealing occurs at the higher energies where there is more
subsurface atom penetration.

A more revealing look at ion-beam modified grain structures is evident
in Fig. 4-17. Shown is a sequence of Cr films exposed to successively greater
Ar/Cr ratios while maintaining a 2-keV Ar beam energy. Regardless of ratio
the film structure is columnar and the columns appear to grow at various
angles. At low Ar/Cr ratios the columns are narrow and short, but they
widen and lengthen at large Ar/Cr values where the structure is rough and
contains voids between columns.
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(1) TR(Ar/Cr)=0.010 (4) TR(Ar/Cr)=0.067

Tum

Figure 4-17 Cross-sectional scanning electron micrographs of electron beam evaporated Cr
films bombarded by 2-keV Ar ions during deposition. TR(AR/Cr) values refer to the
concentration ratio of the species transported to the film surface. (From N. Kuratani, A. Ebe,
and K. Ogata, J. Vac. Sci. Technol. A19(1), 153 (2001): 155. Reprinted by permission.)

4.6.3.4 Defects and Stress

One might imagine that films would become more defective as energetic
ions insert themselves in and forcibly displace atoms from equilibrium sites.
This is why the dislocation density generally increases in concert with the
change in grain size as shown in Fig. 4-16b. However, there are trade-offs in
the net defect densities (C,) in the presence of both ion-energy (E;) and
temperature (T) variables. Thus C, usually increases as E; rises and T falls,
and vice versa. Here as with other properties (e.g., grain size, stress),
threshold ion energies and critical temperatures often delineate the limits of
behavior that reflect a competition between ion-beam lattice damage and
defect annealing effects.

Considering the extent of gas impingement it is not surprising that some
gas will be trapped within the solid film. When such atoms as well as
energetic reflected neutrals are stuffed into interstitial lattice positions we
can expect residual compressive film-stress. Furthermore, theory (Ref. 27)
suggests that the stress should scale as the product of the ion/atom flux ratio
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and the square root of the ion energy. Stress reversals in sputtered films as
a function of gas pressure have also been observed and will be discussed in
Section 12.5.3.

4.6.3.5 Compositional Modification of Surfaces

In addition to sputtering, inert gas ion—surface interactions also promote
removal of gas atoms or molecules adsorbed on the surface, thus preventing
them from being buried in the bulk of the growing film. Even before atoms
condense into clusters, such ion bombardment is effective in cleaning
substrates and promoting subsequent film adhesion. (Because film adhesion
is such an important subject, it is treated again in Chapters 5 and 12.)
Reactive-gas ions are often more effective cleaning agents by activating and
decomposing organic impurities, or by promoting formation of volatile
species through chemical reaction. However, the same gases used to rid the
surface of contaminants may also react with the substrate. For example,
oxygen plasmas that remove hydrocarbons from an aluminum substrate will
coat it with a film of Al,O,. Similar reactions are relied on in the reactive
sputtering of dielectric films, e.g., the deposition of nonvolatile oxide or
nitride films. Through reaction between trace amounts of reactive gas ions
and metal contaminants, unwanted precipitate compounds can be incorpor-
ated into growing films.

4.6.4 ION IMPLANTATION

Ion implantation, an extremely important processing technique, is pri-
marily used to modify or alter the subsurface structure and properties of
previously deposited films. Since there is a large and accessible literature
on its major use in doping semiconductors, this subject will not be treated
here. Similarly, high-energy ion implantation has beneficially modified the
surfaces of mechanically functional components such as dies and surgical
prostheses (Ref. 28). Projectile ions impinging on such components that are
not reflected or adsorbed, and do not cause sputtering, are implanted. At ion
energies between tens and hundreds of keV, the probability is great that ions
will be buried hundreds to thousands of angstroms deep beneath the surface.

Although such energies are normally beyond the range of common
ion-assisted film-deposition processes (plasma-immersion ion-implantation
(Section 5.5.6) is an exception), we may, nevertheless, profitably extrapolate
ion-implantation phenomena to lower energy regimes. During implantation,
ions lose energy chiefly through two mechanisms, namely electronic and
nuclear interactions.
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1. Electronic losses are due to coulomb interactions between the moving
ion and substrate electrons. As a result, the excited electrons access higher
bound levels or generate a continuum of ionization states with their eventual
relaxation products. The latter are manifested by emitted photons, photo-
electrons, and Auger electrons.

2. Nuclear losses occur when bombarding ions, having lost energy, i.e.,
because of electronic excitations, slow sufficiently until they begin to set in
motion violent nuclear collision cascades along their trajectories. These
cascades, the result of displaced atoms that displace yet other atoms, leave
a jagged branched trail of matrix damage in their wake.

Through electronic and nuclear interactions the ion energy (E) continu-
ously decreases in a very complicated way with distance (z) traversed
beneath the surface. For simplicity, the energy loss is expressed by (see
Section 4.5.2.2)

dE

— 1, = NIS{E) + S,(E)] (4-42)
where S (E) and S, (E) are the respective electronic and nuclear stopping
powers (in units of eV-cm?), and N is the target atom density. The magni-
tudes of both stopping powers depend on the atomic numbers and masses
of the ions as well as matrix atoms. Typically, electronic stopping results in
energy losses of 5-10eV/A as opposed to the higher losses of 10-100 eV/A
for nuclear stopping. When comparing these values with typical electronic
and lattice energies in solids, film modification over many angstroms can be
expected.

4.6.4.1 Subsurface Compositional Change

As a result of implantation it is clear that no two ions will execute
identical trajectories but will, rather, participate in some admixture of
nuclear and electronic collision events. Furthermore, the collective damage
and zigzag motion of ions within the matrix cause them to deviate laterally
from the surface entry point. When summed over the huge number of
participating ions, these factors lead to the statistical distribution of ions as
a function of depth (z) shown in Fig. 4-18. The concentration of implanted
ions ideally has a Gaussian depth profile given by

2
~? epe <Z — > (4-43)
J2nAR, J2AR,
with a peak magnitude varying directly as the fluence or dose ¢ of incident
ions. Dose has units of number (of ions) per cm? and is related to the

C(z) =
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Figure 4-18 Gaussian distribution of implanted ions as a function of depth beneath the
surface.

measured time-integrated current or charge Q deposited per unit surface
area A. Specifically,

Q

= hga

(4-44)
where n is the number of electronic charges, g, per ion. The projected range,
R, is the depth most ions are likely to come to rest at yielding a peak
concentration of

¢

R = AR
P

Note that the actual distance an ion travels is greater than the depth
projected normal to the target surface. This is analogous to the total
distance executed in atomic random-walk jumps exceeding the net diffu-
sional displacement. Spread in the ion range is accounted for by the term
ARp, the standard deviation or longitudinal “straggle” of the distribution.
Similarly, AR, or the lateral ion straggle is a measure of the spread in the
transverse direction.

4.6.4.2 Channeling

An interesting phenomenon known as channeling occurs in single-crystal
matrices, such that along certain crystallographic directions the depth of ion
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penetration is extended, greatly altering the profile shape predicted by Eq.
4-43. Channeling has been most studied in silicon and can be understood
by viewing a ball-and-stick model of the diamond crystal structure along
various crystal directions. In virtually all orientations the model appears
impenetrable to impinging ions. But along the [ 110] direction a surprisingly
large open tunnel is exposed through which ions can deeply penetrate by
undergoing glancing, zigzag collisions with the tunnel-wall atoms. The ion
trajectories simply do not bring them close enough to target atoms where
they can undergo the nuclear collisions that are particularly effective in
slowing them down. Rather, these channeled ions lose energy primarily by
electronic excitation of the lattice and therefore range further than if the
matrix were, say, amorphous.

Since channeling of ions tends to exaggerate anisotropic properties of
specially aligned grains, we may suspect it plays a role affecting the preferred
orientation of depositing crystalline films. In this regard it makes a difference
whether ion impingement is normal or off-normal with respect to the film
plane (Ref. 29). Actually, what is important is the ion-channeling direction
in the film relative to the direction of incoming ions. Since sputter yields are
generally less along channeling directions, larger film growth rates and
survival of grains so aligned may be expected; the unaligned grains would
be preferentially sputtered instead.

An alternative explanation for the development of preferred film orienta-
tions is based on the role of thermal spikes. In crystallites that do not
channel the beam, thermal spikes resulting from nuclear stopping lead to
highly damaged regions. On the other hand, spikes are rare in crystallites
that channel the beam because ions lose energy primarily by electronic
stopping. The latter crystallites are then the seeds for recrystallization of the
damaged lattice. In FCC metals the channeling direction is [110], so it is
not surprising that the (110) plane lies parallel to the substrate of ion-
irradiated copper films.

4.6.4.3 Ion-Beam Mixing

During ion bombardment of two-or multiple-component film systems,
atoms tend to mix causing both compositional and structural change. The
effect is known as ion mixing. As an example, consider thin film A on
substrate B bombarded by a beam of inert gas ions. Typically, the ion range
(R) exceeds the escape depth of the sputtered A atoms. If R does not exceed
the thickness of A, then only A atoms sputter. If, after some sputtering R
extends into the substrate region, the atomic displacements and enhanced
diffusional effects that occur within collision cascades will cause A and B to
intermix. The local mixing at the interface eventually links with other
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similarly intermixed zones to create a continuous ion-beam mixed layer.
Now B atoms also enter the stream of sputtered atoms because the
combination of continued surface erosion and interfacial broadening, due to
ion mi